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Fig. 5. Effect of prefetch: performance of the Wilson matrix multiplication with the
layout 1 on a single KNL node. (Color figure online)

node was 340 GFlops (4 MPI proc./node). With the same condition, it becomes
369 GFlops whose improvement is mainly due to the refinement of the prefetch.
Boku et al. [9] reported that on the same machine an even-odd preconditioned
clover matrix multiplication, which adopts different implementation from ours
with the smaller byte-per-flop value of 0.645, runs with about 560 GFlops/node
up to 8,000 KNL nodes. The multi-node result with Grid reported in [8] is 277
GFlops with a local lattice volume 244.

Scaling Property of Matrix Multiplication. Figure 6 shows the weak scal-
ing property up to 32 nodes for the Wilson (left) and the clover (right) matrix
multiplication with a local lattice volume 32×163. The values are measured by
averaging over successive 1,000 multiplications. As expected from the byte-per-
flop values, the clover matrix is more efficient than the Wilson matrix. For both
the matrices, better performance is observed for 32 or 64 MPI processes per
node (1 process per tile or core) than the other two cases. A similar tendency
is observed in Fig. 5, which corresponds to a strong scaling from 1 node to 16
nodes with a lattice volume 323 ×64.

5.3 Performance of BiCGStab Solver

For both the Wilson and clover matrices, the BiCGStab solver works efficiently.
We compose the solver algorithm with BLAS-like functions to which neither
manual prefetch nor additional compiler option for prefetch is applied. In Fig. 7,
we show the weak scaling plot of performance for the BiCGStab solver with
the Wilson and clover matrices. The performance is an average over 12 times of
solver call for different source vectors. Because of larger byte-per-flop values of


