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Overall OSG Production

• 838M hours in the past year
− 232M in the past 3 months
− 17% increase from previous period 

▪ LHC Run2 ramp-up (113M->147M hours for ATLAS+CMS)
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Opportunistic VOs

• Past 3 months: 40M hours (osg, glow, hcc, sbgrid, gluex)
− 50% increase from same period in 2014 
− 17% of all OSG hours
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Intensity Frontier

• Intensity frontier experiments on non-owned resources in past 3 
months: 8.8M hours
− Dominated by mu2e experiment at Fermilab
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mu2e

• Large production campaign between March and September
− Utilized 11.9M hours so far, 9M opportunistic

• First large-scale usage of opportunistic OSG resources by IF experiment
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sPHENIX

• Studies for upgraded PHENIX detector at BNL (~5 trillion collisions)
• ~10 week computing campaign (M. Purschke)
− 5.6M hours
− Able to ramp up rapidly - #3 project on OSG in that time
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Non-LHC experiment university sites

• Syracuse(SU-OG-CE) and Washington 
(Hyake-CE) recently added as OSG 
sites 
− Both are general campus clusters 

providing excess capacity to OSG
− Neither have “owner” VOs

• Syracuse consistently amongst top 
opportunistic providers (#1 last month)
− 7.6M hours in past three months

• Several others underway
− Clemson (opportunistic CE, already 

on OSG Connect)
− FIU (opportunistic CE)
− Georgia Tech (LIGO)
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VO “Integration”

• Actually new VO: LZ (LUX-ZEPLIN) 
− Proposed dark matter detection experiment (liquid Xe)
− Group at Wisconsin with CMS computing experience 
− VO approved- plan on operating out of GLOW frontend initially 

• “New” VO: LIGO
− Covered in FKW’s talk

• VO new to opportunistic grid: DES
− Run previously FNAL-centric analysis workflows on wider OSG
− Take advantage of existing FNAL IF computing infrastructure 

• Unexpected addition to opportunistic grid: ATLAS
− ATLAS successfully ran jobs at a dozen non-ATLAS OSG sites

• Continue to bring VOs and other user communities to 
opportunistic resources where practical
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Council AI 151: XDMoD variation

• Variations in XDMoD track 
variations in gratia for same 
projects’ accounting

• Over entire month, fraction of 
SU total for each project 
equalled fraction of wall hours in 
Gratia
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Other Council action items

• 141: Demand/supply/infrastructure limited nature of opportunistic 
pool
− Aim to show ability to run 50K simultaneous jobs in OSG VO pool
− Team assembled to study frontend configuration (learning from 

lessons of CMS @200K)
− Preliminary indication is that pool is supply limited (at least in 

recent weeks)
• 145: Understand constraints of GLOW submissions
− Recently concurrent glideins for GLOW have peaked at ~4k
− Initial indication from admin is that these periods are demand-

limited
− Exercise for OSG VO configuration to be repeated with GLOW VO 

frontend 
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Conclusions

• Overall production on the OSG increasing
− Consistently approaching 20M hours/week

• Opportunistic computing on the OSG remains strong
− LHC Run2 brings expected slowing in growth
− Nearly 50M hours in past three months alone
− Plenty of valleys in LHC computing to take advantage of 

• Opportunistic ecosphere continues to be backbone of OSG services  to 
campus researchers (see RWG’s talk)

• Plenty to offer “mid-sized” stakeholders 
−mu2e success shows potential of opportunistic OSG to IF community

• And the big guys too
− ATLAS continues to test opportunistically at non-ATLAS sites 
− CMS can get in this game too!
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