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BACKGROUND AND HISTORY: HIPCAT, LEARN AND TIGRE

SuperComputing 1998: Representatives from five Texas
institutions met and agreed to cooperate and exchange notes
on a variety of topics of interest in computing.

High Performance Computing Across Texas (HIPCAT) was
born as a result.

This organization has since grown to ten universities in
Texas and is considering the application of another.

TIGRE 1s a grid software project of HIPCAT begun two
years ago by the original five research universities.

Another organization and project, LEARN, was funded by
the same legislative bill to do optical networking.
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FUNDING: TEXAS ENTERPRISE FUND

TEF 1s a tool to “bring jobs to
Texas.” Funding normally
used to attract business
interests.

Intended to create quality jobs
and leverage private
investment to strengthen
economic future of the State.
(This mandate differs from
that of many grid projects.)

Accompanied by a formal
Economic Development
Agreement with State DIR.
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March 4, 2005

Dir. Phil Smith

Texas Internet Grid for Research and Education
F.O. Box 41167

Lubbock, Texas 7T0400-1167

Dear Dr. Smith;

During the 78" legislative session, the Texa I: iterprise Fund wasqualed as & tool to bnng jobs t
Texas. Allocations [rom 1||.,T 1xa ~,rm '|"'I'I'\ Fund will il,l]'l]‘ll'\'[ |'| CTERALT O Tome ald
leverage private investment for activities that will sirengthen the economic nm re orlh:, state,

W welcome your investment i our stale and are prepared to allocate 52,5 million to the Texas Internet
Grid for Research and Education (TIGRE) eontingsnl upon execution of the formal Economic

Development Agreement under negotiation. This offer by the State of Texas may be rescinded if a
finalized Economic Development Agresment is nol execuled by all applicable parties within six months

[rom ke date of this letter,

EXas 15 r' cased to provide this incentive for economic development purposes, and we look forward 1o
warking with you {0 hel Ip this project achieve its objectives
Sincerely,
= 7
7k i@@e Nand. Nuwhuni. dsie
k Perry David Dewhurst Tom Craddick
i Licutenant Govemor Speaker of the House




PROJECT ORGANIZATION

Targeted application areas were selected by the steering
committee, which also has responsibility for the overall
direction of the project. These initial areas are:

= Biosciences and Medicine
= Air Quality Modeling
= Energy Exploration

Implementation 1s carried out by a development team
consisting of two people at each of the five primary
TIGRE institutions.

Technical development organized into activities to meet
project milestones, with work targeted to accomplish these
milestones in collaboration across all TIGRE institutions.
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ORIGINAL GOALS OF THE TIGRE PROJECT

@ Provide a grid infrastructure that enables integration of
computing systems, storage systems, databases, visualization
labs and displays, even instruments and sensors across Texas.

@ Facilitate new academic - government - private industry
research partnerships by dramatically enhancing both
computational capabilities and research infrastructure.

@ Address research areas of interest to the State of Texas in which
substantial increase of computing power, data access, and
collaboration are necessary.

@ Demonstrate new, preferred, enhanced or increased computing
and storage handling capabilities offered by a statewide grid
infrastructure.
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DETAILS OF TIGRE SOFTWARE STACKS

¢ Based on the Virtual Data Toolkit (VDT), working in close cooperation
with VDT team members, Globus and the Open Science Grid (OSG).

¢ Uses a simplified VDT set including GSI-OpenSSH, omitting much
monitoring and accounting in favor of lightweight status reporting.

¢ TIGRE implementation based on Web Services (GRAM4) only; pre-WS
available only upon request (no requests). Translation: a modern grid

¢ Client and server software stacks separately available.

¢ Goal was “one page” installation instructions that can be implemented
quickly by newcomers. (Achieved!)

¢ Authentication via X.509 (new TACC CA is now accredited by IGTF);
authorization local, mostly via grid-mapfiles. (TTU uses OSG tools.)

¢ Installed on systems at all five primary TIGRE institutions; also running
at other locations throughout the state.
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PROJECT PROGRESS TIMELINE

Stated goal was to achieve a “quick build” toward working status:

YEAR 1 (Begun Dec. 2005) YEAR 2
Q1: Q1:
Project plan v Alpha customer management services system v
Web site v Demonstrate applications in three areas v
Certificate Authority v
Minimum testbed requirements v Q2: _
Select 3 driving applications v Project-wide global grid scheduler deployed v
Q2: Qa3:
Alpha quality user portal v Stable software status (only bug fixes after this) v
Required services for TIGRE specified v
Q3:
Define server software stack v Q4 (Completed Dec. 2007):
Distribution Mechanism v Complete hardening of software v
Simple demo of 1 TIGRE app v Complete documentation v
Finalized procedures and policies to join TIGRE
Q4: (suggested drafts completed v; need action here.)
Alpha client software stack and Demonstrate TIGRE at SC v -
installation method distributed v -- Development was completed on time and
within budget, according to original plan!
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TIGRE USER PORTAL

http.//tigreportal.hipcat.net/

Parallel Com puting Resources
ok Peak Memory Disk
Name Institution Department System CPUs GFlops GBytes GByies Status Load Jobs
Computer and
Ada Rice Lniversity Infornn ation Cray XD1 6832 2939 1320 33736 + R -154Q -00
Technology Institute
University of
Tenas Health Department of Rocks 3868 e
A Science Canter at Biochemistry Linux Cluster & C Ebw Ll t LiFEEEE
San &ntonio
Tenas HM
srnos S upercom puting it [ -1564-
Ca Eﬁﬁ‘j:;ﬁ’m 5 i SGI At 128 65 256 4096 B #-15-00
? Facility
Eldarad University of Advanced Computing IEtI-:Io_rad-::? 126 67 4 2230 + R -0 10
orade Houstan Research Laboratory Gamum
uster
University of
q Texas Health Crep artment of Microw ay e
Seshi Science Canter at Biochemistry Linux Cluster & = #51 g L inEmle)
San Antonio
University of
Texas Health Department of D al &thlon e
Layate Science Canter at Biochemistry Cluster B2 C Sl EEIE L LFEE-dE
San &ntonio
R Crall
Lonestar Q:aglﬁfﬁnﬂf Elf‘:su'i‘ijn”agi‘i . PowerEdge 5200 55000 10400 24900 + ] SR -0G-1910
puting Linux Cluster
. Teras Tech High Performance Dell Linus e
iy University Computing Center Cluster =2 28 o [ t SFIEREEE
Corputer and HP Itanium
RTC Rice niversity Inforrn ation II Linux 290 1044 596 TO00 + OR - 156 -00
Technology Instituta Cluster
TTU- Tenas Tech High Perfarmance Dell Heon E— e
AmEaanE Lniversity Computing Center Cluster e EEIL EE Eme t L LR CS
Total: [ilil b 62312 12861.4 167102.3
High ThroughputComputing Resources |
g o Active Active Men ory Disk Resource
Mame Institution Depariment System PCs CPUs GBytes CBytes Details Jobs
q . High Pettorrance
glh-test  Texas Tech University i viond Condor 00 68/ 55 14 1201 Q, Q,
Fodeo Eztli_rllniuersit',l of Tewas at 'I(;zﬁ:zr.ﬁd vanced Computing Condar 26/ 26 26/ 26 17 1114 Q Q
L Total: 26 / 26 04/ 94 31 2415
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INSTALLATION INSTRUCTIONS ON TIGRE PORTAL
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Client Softw are Stack
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FIGRE Client Software Stack

f a user wishes to access TIGRE directly from their personal computer system, TIGR
irst logging in to a TIGRE server, this software will already be available there, The st
his document and during the installation process, These instructions assume that y

Contents

“hie TIGRE client software stack consists of the following com ponents:

® Globus Toolkit 4.0 clients
o Grid Prowy program s, For obtaining TIGRE credentials,
o WS-GRAM client, Client program s and APIs to access the web services
o GridFTP clients. Client program s and APIs to interact with GridFTP serv
551 OpenSSH client, Provides ssh access to TIGRE systemns using TIGRE creds
UberFTR, An interactive command lineg client for GridFTP.
My Proxy client, One way for obtaining TIGRE credentials.
Condor-G. lob subrmission and managem ent.

Requirements

JOT supports a variety of operating systerm and O0S versions, Please make sure your
“hie TIGRE client software stack reguires the following software:

Perl 5.6.1 or greater

tar (any version)

diff+ patch (any recent version should suffice)

Python 2.2 or greater (Pacm an itself will install if necessary)
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welcorme | Resources | Docurnentation -Cunsulting administrators

Server Softw are Stack
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TIGRE Server Software Stack

[MGRE has defined a common set of software that should be available on all TIGRI
:onvenient way toinstall this software, The TIGRE software stack leverages the .
nstallation process, These instructions assum e that you will be performing the in

Contents

The TIGRE software stack consists of the following com ponents:

® 5lobus Toolkit 4.0 (servers and clients)
o Grid Proxy programs. For obtaining TIGRE credentials,
o WS-GRAM, The web services version of the GRAM and their clients.
File Transfer Service and the Delegation Service.

o GridFTP, GridFTP server and clients that provide secure, high-bandw
551 OpenSSH, Provides ssh access to TIGRE systern s using TIGRE credenti
UberFTP, Aninteractive command line client for GridFTP.

MyPriozy client, One way for obtaining TIGRE credentials.
Condor-, Job submission and managem ent.

Requirements

JOT supports a variety of operating system and OS versions. Please make sure v
The TIGRE client software stack requires the following software:

Perl 5.6.1 or greater

tar (any version)

diff+ patch {any recent version shiould suffice)

Pythion 2.2 or greater (Pacrn an itself will install if necessary)
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AUTHENTICATION AND AUTHORIZATION

Every distributed or grid computing project in existence seems
to develop its own approach to authentication and authorization.

We dealt with this in TIGRE by adopting a system to provide
strong credentials based on X.509 grid certificates, and leave
mapping of these credentials at individual institutions to systems
based on their own policies. (TTU uses GUMS/PRIMA)

This worked, but it 1s probably time for us to adopt common
policies and procedures, encourage adoption of common
software, and follow new developments 1n this area.

The system we did use 1s compatible with OSG and Teragrid
approaches and can be extended further with modest efforts.
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PROJECT-WIDE METASCHEDULER STUDIES

We learned early on 1n the project that scientific usage models
employ workflows, and need tools that extend beyond writing
isolated executables to organizing such workflows. Also, a
project-wide metascheduler was called for in the milestones.

We pursued implementation of two different project-wide job
workflow metascheduling options and carried out a head-to-
head comparison:

1. Grid Resource Management System (GRMS)
2. GridWay (soon to be built into the Globus stack)

No clear winner emerged, but both were made to work and
were used 1in Grid2007 demos. A choice between these two
options would require more user experience.
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APPLICATIONS DEVELOPED DURING THIS EFFORT:

The application examples pursued in TIGRE were the result of
selection of areas by the steering committee and not directly from
pre-existing self-organized collaborations.

In each case we were able to make progress by putting
developers directly into contact with researchers to find the
optimum solution, and then try to form collaborations where
appropriate to pursue common needs.

It seems that this works best when the engagement with the
researchers 1s mediated where necessary by developers making
contact to learn and implement best practices in a given field.

We also had several examples of cross-institutional collaboration.
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Targeted Applications
Summary
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Analysis of Macromolecular
Assemblies using UltraScan

= UT Health Science Center San Antonio
(Borries Demeler, Emre Brooks)
= http://ultrascan.uthscsa.edu _ —_

= Composition analysis
Analyzes ultracentrifugation data

Data are the concentration profiles of
diffusing and sedimenting solutes as a
function of radius and time

Derive composition from this data

= Questions to answer:
How many components?
What are their molecular weights?
What are their shapes?

Are there interactions between
components?




APPLICATION EXAMPLE: BIOSCIENCES AND MEDICINE

Initial demo was “UltraScan” : an analysis tool for reduction of
data from ultracentrifuge biomolecular optical spectra.

oanhs sz adu 1y
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Center for Analytical Ultracentritfugation
: of Macromolecular Assemblics (CAUMA)

A Lol dalseeasiary s M LT HRM DA L eniar
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(Prof. Borries Demeler and postdoc Emre Brookes, UTHSCSA.:
“We can do science we never did before!”)
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ATMOSPHERIC MODELING

Collaboration with Texas Mesonet and related researchers

http://mesonet.tamu.edu

Collaborators: UH, TAMU, TTU, Rice
Application goal: Robust, fault-tolerant processing of WRF and
MMS3 air quality and atmospheric modeling data on a 24x7 basis.

1. Initial engagement: Movement of data to and from grid-enabled
execution locations.

2. Medium-term goal: Regular execution of grid jobs on data.
3. Long-term target: Fault-tolerant job flow and execution on continuous

weather data stream for air quality and atmospheric modeling codes.
TIGRE outcomes and goals:
1. Multi-institutional collaborations.
2. Disaster recovery and model delivery reliability.
3. Demonstration of service robustness.
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ATMOSPHERIC MODELING APPLICATION:

TEXAS MESONET SURFACE WIND TRACKING
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half barb = 5 knots

= .
wind from the west
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at15 knots (~17 mph)

wind from the south
at 50 knots (~58 mph)

wind frarn southeast
at 75 knots (~26 mph)
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http://mesonet.tamu.edu

http://unidata.ucar.edu/software/ldm

The Texas Mesonet provides
Mesoscale monitoring for:

* Citizens of Texas

» Researchers

* Emergency Planners/Mgrs
 Public Utilities

TIGRE metascheduler and data
services (UCAR Local Data Manager):

* Produce and migrate data
 Schedule jobs
* Inspect data flow

 Analyze results at multiple
locations via grid methods
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ATMOSPHERIC DATA FLOW

Subscriptions at each site to and from

repository via UCAR Local Data Present LDM/GridFTP

-9 deployment
Manager (LDM). o (10/2007):
http.//www.unidata.ucar.edu/software/ldm/ @
Provide data from “nearest” location to / \
jobs via gridftp-enabled interfaces. % [ﬂl
(Any grid job can always find a local and

alternate locations for the input data, and
can write to multiple redundant locations)

Researchers can inspect data files
through GridFTP directly on resource (Other data flows also

. possible)
or through grid-enabled data GUI.
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ENERGY EXPLORATION

Ensemble Kalman Filter (EnKF): http://enkf.nersc.edu
Collaborators: TTU, TAMU, UH and UT Austin
Application goal:

1. Characterize petroleum reservoirs for optimal development and
management.

2. Apply over 50 geological models, make use of 50-60 years of
experimental data in time steps ranging from 3 months to 1
year.

3. Support high-strength industry data security requirements.
TIGRE outcomes and goals:

1. Multi-institutional collaborations.

2. Demonstrate energy exploration via common software
paradigm.
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EnKF Workflow

(From Grid2007 demo)

Geological .

Models

TIGRE Resources

Subject to availability of ECLIPSE licenses and CPUs




SUPERCOMPUTING 2007 DEMOS

Demonstrations in each of the above areas were carried out
over a period that extended across quarterly milestones and
culminated in on-floor live demonstrations at the SC2007
conference in Reno, Nevada, and at Grid2007 in Austin, TX.

Of the three different TIGRE application areas targeted, two
remain in production and continue to consume cycles on the
demonstration resources put together for TIGRE. The third,
atmospheric modeling, is in a highly ready state and could

easily be put into production upon demand from researchers.

Other application areas can easily be added with the TIGRE
software. New systems can also be added with minimal effort.
SURAgrid has also adopted the TIGRE stack on a pilot basis.
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FUTURE DIRECTIONS AND OPTIONS

Near-term actions we can now pursue:

1. Open opportunities for participation in TIGRE to all HIPCAT
institutions.

2. Open investigations into pursuit of extension of TIGRE
software to connect to cycle-scavenging (campus) grids.

3. Pursue specialty hardware and development directions for
TIGRE.

Long-term directions/possibilities:
1. Large-scale cycle-scavenging grid.

2. Development front-end for web-services portal and job
submission to Teragrid, OSG, SURAgrid and TIGRE.

3. Training, CI engagement, outreach, workshops, etc.
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TIGRE’S ROLE IN REGIONAL COMPUTING

The TIGRE project has a state-oriented partner for high energy
physics computing, THEGr1d (Texas High Energy Grid) for
research 1n high energy physics, nuclear physics, astrophysics
and radiation therapy modeling (also a HIPCAT project).

THEGrT1d partners have agreed in principle to share access to
local computational resources through TIGRE software.

TIGRE software 1s OSG-compatible.

In addition, Teragrid has agreed to make 5% of TACC’s new
system available to Texas researchers by the usual allocation
application methods on a competitive basis. We are considering
the best methods to pursue this on a science-field-specific basis.

0
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OTHER REGIONAL PROJECTS

Additional projects are also in place or under development to
aggregate resources across a number of institutions on a
regional and/or state-wide basis.

SURAgrid (Southeastern US Research Association) and
TIGRE (Texas Internet Grid for Research and Education) are
examples of science-oriented aggregation around regional
interests.

Our participation in these projects has been heavily influenced
by, and has benefited from our participation in OSG for CMS
Tier-3 computing. We are also investigating ways to make
use of our membership in the above projects to enhance and
extend our computing capabilities.
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SURAgrid:

Lowering the barriers for deploying and utilizing local,

regional and national ClI

o 30 participating
institutions

SURAgrid Participants
(As of July 2007)

e Shared accessible grid
computing environment

e Access to group
negotiated discounted
HPC systems

« Enabling Cl supported
research & education

e On-Ramp to National CI
= EU=4 Memoer = nan- SURA Farticizant D = Rezcuress ontne griz p roj eCtS

See: www.sura.org/suragrid for more information.
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@ Resource is currently up
Legend . @ Resource is currently down
@ Resource is under maintenance or on peering grid

30 Virtual Organizations, hundreds of members, >10,000 cpus.
Total aggregate capability across all VOs ~80 TF




TERAGRID HIGH PERFORMANCE COMPUTING

£y
Foea) 'ﬁeu.l
My e 0L
& \'I'\ \'L el |

4 L
; "l‘,u} R 11\:-; ! 1
-

ST Oy
le{l .IU.-

\Lhr...lu.-r T

N

l'.
=

E rlll.liu-n I.;‘H.l '\

J« LFIeEY - g

: Tennessee
o '..--'-h-ﬂ-\q_ s 27 g

“‘"‘LONIILSU ﬁ'?

Computational Resources
(size approximate - not to scale)

-

Slide Courtes




SUMMARY AND CONCLUSIONS

¢ TIGRE set out to involve staff and researchers at five major
HiPCAT universities directly in development and deployment
of modern grid software. We succeeded in this effort.

¢ Demos were conducted in all targeted application areas, and
are now complete. The resulting simple, easily maintained
TIGRE software stack serves as an entry point for researchers
and therr institutions into high performance computing, and
also provides tools compatible with use of other large-scale
projects such as LCG, OSG and Teragrid.

¢ TIGRE has a great potential future in education and outreach,
¢.g. bringing high performance computing to institutions,
people and areas not yet familiar with 1ts use. My personal
opinion 1s that this is one of the best future uses of TIGRE.
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