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Radiative Transfer from a Monte Carlo Evaluation

● Astrophysics
● Nuclear engineering
● Medical imaging & 

Diagnosis 
Communications

● Remote sensing
● Sensor design
● Computer graphics 



● Efficient random path perturbation that satisfies 
boundary conditions & constraints.

● Generates 1000’s of paths from an initial path. 
● Rate: ~60,000 paths/min on one core
● To compute the radiance, a total of O(109) paths 

needed for convergence.



● Single experiment takes 80 compute years! 
● An embarrassingly parallel problem
● Can take advantage of high throughput computing and GPU 

computation 
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Palmetto Cluster

• 100 Running jobs per 
dataset

• Walltime: 72 Hours
• Memory: 2 GB/Node
• Manually restart 

terminated/failed jobs
• Time to Completion: 

     ~2 weeks

• 1,000 to 5,000 Running jobs per dataset
• Walltime: Less than 12 hours ideal
• Memory: 2 GB/Node
• Input transferred to remote node 

storage for computation
• Pegasus Workflow Manager:

• Monitors job completion
• Failed jobs automatically restarted
• Output stored on scratch directory 

until workflow is complete

• Time to Completion: ~24 Hours

Big Data Workflow: Palmetto vs. OSG

Open Science Grid


