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Front-end electronics Rack

Abs Clock & Trigger distribution
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Air tight structure (to reduce post
installation servicing). Fan controlled air
flow through the alu heat exchanger
moderates internal temperature.

A custom unit allows remote probing and
control of rack status via an I2C
interface.



Operation principle of Front-End elec:'rr'omcs

* Signals from TPC wires were continuously

digitized at 2.5 MHz (1 t-sample = 400 ns).

* The digital board acted as a 32 channels,

bit wide, waveform recorder, storing data in

multi-event circular buffers (MEBSs).

* MEBs length was set to 4096 t-samples,

corresponding to 1.6 full drift window (1.5 m)

at the nominal electric field 500 V/cm.

For each digital board 8 MEBs were available.

* An online lossless compression scheme

was adopted to reduce the data volume.

For each set of 4 consecutive wires,

4-bit differences of signal amplitude

w.r.t. the previous t-sample are stored

| = |
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Raw data
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differences are stored in 16-bit words.
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The trigger crate
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DAQ Rack
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T600 Software Builder Overview
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Handles communications with run control to
start, stop, housekeep and configure

All communication channles are over
tcp/ip sockets.

Data are pushed - flow control relies
on protocol features

"EVM determines data destination
according to periodic status messages
sent from writers

Synchronization uses absolute time
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WriterSoftware

File System
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T600 Builder Performances %"’981

Build rate and throughput
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Daq web GUI

An EVM embedded minimal

http server provides a view of the

daq status and the basic
commanding.

The list is built upon udp
broadcasts

sent by each component:

Struct udppack
{
long class;
long status;
char humanstatus[80];
long prm[10];

Item that don't send anymore

O Netscape:icab status B8

- _ .

: A & 2 o s S & B 2
Forward  Reload Home Search Netscape Images Security  Shop Stof

2 BoTo: i [nttp:/7icab143 8888/ | @507 what's Related

=

Icarus t600 Builder

Wed Apr25 17:02:13 2001
Run#0 running Evs 7453

[ﬂ] Icrossing MUONs

Cpu's status

system reboot |

192.168.157 .83 Ready

192.168.157 .85 Watting trigger 36 4.687
192.168.157.82 Building 33 4686
192.168.157.75 Building 34 4633 k
192.168.157.81 Building 33 4.802
192.168.157.76 Building 36 4732
192.168.157 .48 Watting trigger 35 4.234
192.168.157 .64 Ready

192.168.157.79 Ready

192.168.157.77 Ready

19 53 Expired

Expired

Expired

24 Expired

Last Log Message

Wed Apr25 17:01:27 2001 Writer 6 changed disk to /Data2

Writers status

192.168.157 .6 Writing
192.168.157.1 Receiving
192.168.157.3 Watting EVM
192.168.157 .2 Expired
192.168.157 .4 Watting Dk Space 0 0o o

From logger database (mySql)

14.145 3726 125
14.203 3726 125

live info parameters
(bandwith, Evs, Files)

CERN, November 20th 2015
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Database structure

Running on a mySql server, master/slave redundancy

] Keeps track of files belonging
runfiles to a given run
Run# filename filepath noevs

icarun
Run# timestamp Type Comment

cpuconf

Run# CpulD ConfID boardset
various
parameter sets
may be related

to a given crate feparameters

trigconf

Run# trigmode bufmode triga1 triga2 npre npost

Any dagq component can send log messages

logger //

Run# msgID datetime sourcelD level

trigstat

Run# Trig# datetime trigsource deadtimes

Common to the whole set of crates

for a given run ConflD board chan readmode rsum fsum rze fze wcu rne fne medsiz sigsiz pol lat

Can apply to the whole crate, a given
board or down to a single dedalus group

Dedalus parameters
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Overview of data flow
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DAQ monitoring and information logging

A dedicated database was devoted

F

B

Bg B4 [}

cons,
Le of

0
f

TO I o f o rl eac h eve nT . TABLES Field Type Length Unsigned Zerofill Binary Allow Null Key Default Extra
9 ’ * id INT 4 11 MUL auto_increment
EH cngslog event INT s n MUL None
. . . EH configs run INT 4 11 MUL None
* frigger info (SOUI"C@ and mask)l oot BRI S ——
EH cpumap mask INT s n v MUL NULL None
. EH cpumonitoring epoch INT S 1 MUL None
) 1' | m es Tam p . EH cpustatus epochns INT A1 v MUL NULL None
¢ [EH dagpartition abstime INT s N MUL None
EH earlywarning CNGS INT 4 11 MUL 0 None
o [EH feparameters missed INT S 1l v NULL None
[ J CN G S Tag EH icarun missedmask  INT s 1 v NULL None
’ E logger spillmissed INT = il None
. EH runfiles elapsed INT s n v NULL None
° -|- r. l er‘ f re uenc . Bl et ice elapsedns  INT 4 11 7 NULL None
99 q y' EHtr goonf superdedm... INT s " None
B triggers queuet INT s N None
1. h . f f D A . T . BB trigstat queue2 INT s n None
* other info for DAQ monitoring =
. EH udplogfirst + - + | ¢ Ve M
(number of occupied buffer, dead “
! Non_unique Key_name Seq_in_index Column_name Collation Cardinality Sub_part Packed Comment
R . . . 0 PRIMARY 1 id A 12746855 NULL  NULL
""me and bL“ldlng 1'|me) 1 id 1 id A 12746855 NULL  NULL
L4 1 id 2 run A 12746855 NULL NULL
1 CNGS 1 CNGS A 17 NULL NULL
Run 12179 reset 1 event 1 event A 107116 NULL  NULL
450 8000 TABLE INFORMATION 1 source 1 source A 163 NULL NULL
ooo © o+ ,0 ®o® o0 o000 ° ° W created: 21/06/11 1 mask 1 mask A 569 NULL NULL
400 s ¥ L ¢ & updated: 03/04/14 1 run 1 run A 2585 NULL  NULL
6000 & engine: MyISAM 1 epoch 1 epoch A 12746855 NULL NULL
& rows: 12.746.855 1 epochns 1 epochns A 12746855 NULL NULL
350 &) size: 838,8 MiB 1 abstime 1 abstime A 12746855 NULL NULL
4060 b & encoding: latin1 1 abstime 2 1 abstime A 12746855 NULL NULL
&) auto_increment: 12.754.579
300
. + % ¢ | 3 -+ | = |
56 2000 ] " ) E S
% 2?8 . A A . o ‘e - L
BTN AN R et s o A s ) A webpage
565 Sy T e can e W st onts, WA BRI 0 T g W SN St A S ] p 9 ‘
08:00:00 09:00:00 10:00:00 11:00:00 12:00:00 13:00:00 14:00:00
10/1/2013 10/1/2013 10/1/2013 10/1/2013 10/1/2013 10/1/2013 10/1/2013 .
Missed/Dead time Event Count/Trigger rate (mHz) Co nT ' n u o us Iy an d
Run Type Start Last event |PMT Spill CNGS | Total Eastcr. West cr. 2R ch. 2L ch. 1R ch. 1L ch. PMT S1 PMT S2 Ded. S1 Ded. S2 Ded. atm. Spill Last file Time info
. 13-01-1 13-01-10{ 54 | 0 0 |7224| 2717 | 1906 | O 0 0 0 0 0 0 0 2650 | 0 .
12179|cosmic rays, 237?3:“0 2‘1’4%2970 R B B I et [ETrw e [N mam o o o o o o o = TalNs /Datal/pmtt600RuN12179_07224_3.dat| Export GUTO ma.rl CGI Iy u p da.red
. 2013-01-09(2013-01-10/ 49 | 0 0 [14017| 5269 | 3673 0 0 0 0 0 0 0 0 5142 0 ’
12178|cosmic rays 19:08:48 | 074039 |05 05| 0 13109/ 1168 | 815 0 0 o 0 0 0 0 0 18 o /Datal/pmtt600Run12178_14017_3.dat| Export
. 2013-01-09(2013-01-09( 29 | 0 0 [12055| 4349 | 3217 0 0 0 0 0 0 0 0 4555 0 .
12177|cosmicrays| “og21:12 | 1905112 [05 (05| 0 (3122|1126 833 | 0 | 0 | 0 | o | o 0 0 0 T8 | o | DA@!/PmUG00RUN12177.12055._3.dat _Export | was made ava| Iab I e fo r'
. 2013-01-09(2013-01-03| 9 | 0 0 835 | 273 180 0 0 0 0 0 0 0 0 387 0
12176|cosmicrays|“ 77 22" | “0g931 (26 T26 o Taaral 104 728 T 0 T o o 0 o 0 o T56.6 | |/Patal/PminG00RuN12176_00835_0.dat| Export .
. 13-01 13-01 36| 0 0 [11982| 4519 | 3142 | © 0 0 0 0 0 0 0 4381 [0
12175]cosmic ays|PoL,0 08 2012-0T08] 36 | 0 10 [iiooa o [ 314z | 0 |70 [0 [0 [0 |70 170 |70 a8l 0|y smumgoomunten7s. 11662 ada expon shifter checks.
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Flow chart of data files processing
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A quick look into possible future scenarios

An improved front-end electronics is being developed for ICARUS operations at FNAL,
and DAQ must be changed accordingly.

Legacy DAQ with ReadOut units upgrade

The A2795 Frant End electronics foresee a CONET 2 link. gl | . |
Legacy vme cpu's replaced by stock pc's equipped with Conet :
interface. DAQ system untouched.

NewDAQ with ReadOut units integration

Legacy vme cpu's replaced by stock pc's equipped with Conet interface. Integration in
a new DAQ as a network node in the event builder with appropriate behavior.

A2795 CONET2 >,PC < UDP or TCP/IP N EB

NewDAQ with FPGA based interface

An FPGA based "interface” handles the A2795 CONET links, and concentrates them
to a new DAQ directly on high speed serial links (with appropriate pipeline buffering
and data formatting)

ﬂ
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A possible software integration: ArtDAQ

* A toolkit (artdaq) is available at FNAL to develop DAQ systems.

* It provides data transfer, event building, quality monitoring and writing of data to
disk, in a customizable way in order to match specific experimental needs.

* Tiles of data coming from the detector at each trigger are uniquely identified by
a sequence humber, and are then routed all to the same event builder, where they
are queued for processing with art reconstruction tools.

* It is broadly adopted at FNAL. Moot Multicore node
However MicroBooNE, f.i Multicore node
a slightly different E——
system, even if easily = Eiectronics
traslatable.

Event Builder Process

N

( Custom | BoardReader
Readout Process ASSGmbW I"" AnaIyS|s SW
C y,

Interface Card

* Many issues, proved

. . see Assignment Of counahop _—_s.
to be crucial in data B/ery'.S' Synchronized it - IXN]
Taking at LNGS Ik Sequence IDs fragmen |
f ta to Fragments .. [xM] Multicore node
(database, trigger/
DAQ hGndSthe, Multicore node Event Builder Process
software trigger...) Readout

( )
Custom | BoardReader
Electronics KReadout Process AssembW il Analy5|s SW

/

©
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©
O
(O]
(S}
©
g
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heed to be developed,
but there is good
potentiality. =
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A possible hardware solution: RCEs

« AIR (Advanced Instrumentation for Research) group at SLAC develops has broad
expertise in developing electronics and DAQ systems for HEP, Astronomy and
Photon science.

* One existing example is a board hosting a customizable interface to the front-end
electronics specific of the experiment, together with a general purpose part
(Reconfigurable Cluster Element RCE) equipped with an FPGA to provide the link
with DAQ.

» It is a cost effective
solution mainly for a limited %5 .-
number of high-speed links. 4 [

A Cluster
Of Nine (9)
RCEs + CI

In order to apply it to
ICARUS, a concentration

interface to
adaptation layer

effort should be spend

upstream (f.i. at the level of see
the FPGA on the External interface Herbst's
digital boards). [ 2f=eemnee talk

A solution based on these
devices is been used in
DUNE-351 prototype in
triggerless mode.

| Front Board (COB) |
CERN, November 20th 2015 SBN-DUNE DAQ meeting 16




Closeout and activity plans

The experience of data taking with ICARUS-T600 at LNGS is the baseline for
designing the architecture of ICARUS DAQ for data taking @ FNAL in the
framework of SBN Program.

A crucial point to be discussed is the level at which integration between
ICARUS DAQ and FNAL framework should occur.

A few possible scenarios have been identified: evaluation of which the better
solution is may depend on requirements, existing resources and manpower, having
as a main goal to fit into a tight time schedule.

An operative approach to help clarifying the situation is to setup a demo
of a 1-by-1 system equipped with artdag toolkit.
This activity is already ongoing.

In view of an integration, importance of customizable quality monitoring (to deal
with data taking being able to promptly react even to originally unexpected
problems) as well as trigger handling should not be neglected.

Issue of data acquisition of the other sub-detector components, beyond the
signals from TPC, should be taken into account as soon as possible.

For instance the hardware RCE solution proposed by SLAC could fit the needs of
the PMT system.
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V .
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evm class diagram

Ctrig Clogdb
Comma [ Event mngr TrigTime Crundb |
Ckbdcmd — mRun 1,1 ng Run info
gDone I
gStats WaitTrig
GiveStart Configure Cconfdh
GiveStop Start
GiveConf Stop Cdb < mconf
N DaglLoop
insert
fetch
1,n
Cresitem Writer in
ID mStatus
Class SendConf Ccrate
Status DoReceive Confiqure
TTL ProcessingDone 9
Start
—— S e
* ollectEv
\ / Cthread
Chhtpd | St
* Stop Remote Writer
Creslist / / DoTask
Update Resource ParseURL
ServeHTML
Cudp Ctcp
Addr Addr
Accept Accept
Send Send . 20
Receive "| Receive D)
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writer class diagram

Mriter daemon

Accept
Cresadvert
mStatus
AQVertize
1,1
Cudp
CEvm
Send TrigTime
TrigID
WaitTrig
GrantReceiving
GiveStatus

Clogdb
Cdb |
mmsg
insert
Crunfilesdb
Run files info

gStat

l\

gDone
WriterLoop

/ Cdiskfile

Write

Checkspace
Movetodone

/ Chandlecrate /

Cthread

/ Evbuffer

DoTask
Start
Stop

/ HandleReceive

Ctcp

Addr

\ A 4

CERN, November 20th 2015

Accept
Send
Receive
Connect

A

SBN-DUNE DAQ meeting

21



T600 Daq Loop Sequence Diagram

r e ocal Builder ifo| |Local Writer riter
EVM CPU mn cf Local Build CFifo| |Local Writ Writ
Select Writdr
Clear Busy TsData
NoEvent
Trig Waiting for trigger
— HW Trig .
A Event ID -
Start Colleétion i A
IsData Receive
Min 5 <
1 Full Image i~1s M Data Fragment collection
IsData >
Full Image ~5s

| Stat Stat

N Stat Ge’r;\lex‘r Stat

) Done Receiving Event T ® > V
Select Wri’re[ A Event sync

Clear Busy Full Image ~10s Write
Done Writing Event
: V
L’ Update Writer status
TimeOuf

[

FJush Event
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T600 writing task structure

EVM Writer Writ Mngri  Thread1 | Thread 2 Thread n Writ 2 Mngr
Add  UDPImHere -
unit fo =% Configuration
list @ startup

Connect & Send Run Info

3 Spawn Writer

AAcknowIedge status :__I Open File
—
Trig Event Info A
> < Write header 40-50 MB/SE Buildin
Spawn Receive Spawn Receive ?
P > Spawn Receive
Trig Join g i
_ Done Receiving Event
Sellec’r V;/m’rer' K‘ Write Event buffer X
Clear Busy
Trig Event Info Ful Imfge ~1s
| Write Evelrr buffer ' <« Write header
| 50-400 MB/S Spawn Receive
Tri < Write Event buffer
9 Done Receiving Event B : Toin
d 4—
Select Write = - 5 Write Event
3 writers needed ) vV
to saturate net links Check file size,
i :| change file check
Clear Busy : Done Writing Event disk space
UDP stats Periodic

Update broadcast
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