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MicroBooNE Status

0 MicroBooNE has data!

Run 3469 Event 28734, October 21°%, 2015

Run 3469 Event 28734, October 21°°, 2015

30 cm 30 cm
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MicroBooNE instrumentation S

ierohooma

0 8256 wire channels
0 32+4 PMTs

data on Wires are the projections in
3 views. Allows reconstructing
back to 3D tracks and showers.

PMT data to trigger, to determine tO for
cosmics subtraction, and perhaps
late/early light for plID.
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Out at LArTF now

icroboohe
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DAQ Servers

Microboone

Test Stand
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Nevis warm electronics
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T

Fibers into SEB-computers — (T
P Wieroboone

SEB == Sub Event Buffer <==> basically one crate.

One SEB computer services one crate.

There are two data streams.
(1) Triggered
(2) Supernova:

continuous stream

Both come through
the “XMIT” card on
duplex fibres.

Three NEVIS custom PCle cards per SEB.
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Overview of DAQ Project

icroboohe

o The MicroBooNE DAQ is responsible for reading out,
assembling events, writing them to file.

o But also:
= Monitoring and Control: EPICS database
= Beam data concatenation

= Online monitoring (A massively useful tool, about which
regrettably almost nothing further in this talk)

= Run Control
o Calibration runs, Laser Runs, Regular runs ...
= Swizzling (DAQ binary to ART ROOT format)
= DAQ dbs and interaction with Offline db
= File management (PUBS), ...

20-Nov-2015 MicroBooNE DAQ_Experience 8



_2 data streams —

o Beam physics: triggered stream
= confirm/refute/dispute miniBooNE BNB sub-400 MeV excess
= X-sections in Argon
= But also: NuMI events
= L aser calibrations .

11 ” /7/8 SI
= “Strobe” events COry reg
(0)

: ISsi
0 Non- physics: Supernova strea
= Every single 1.6 msec frame, one after the other

= Will fill seven 2 TB disks in two days on each crate.

= GPS time of event will allow to dig through and recover 1-2 hrs
around the candidate SN, as reported from SNEWS

= non-trivial disk-read, network-heavy task.
o data moving, reaping; other bkgd processes always runni
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Slow Monitoring and Control T
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a we run EPICS on our DAQ DB server

o The Wiener power supplies for the TPC warm electronics crates
are under password-protected remote control/monitoring

o Similarly, with the ASICs power and drift and bias voltages

0 Rack fans, temperatures are monitored by on-rack single board

computers (Glomations) and report to EPICs. Cryo monitoring via
IFIX to EPICs.

o Computer temperatures, fan speeds, RAID status also reported to
EPICs. Ganglia metrics are harvested and also go to EPICs.

o Impedance between Detector/Building reports also
o All summarized for shifter and alarmed/archived.

January 18-19, 2012 MicroBooNE CD3b Review 10



SlowMonCon pictures
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uB DAQ Test Stand — =

robeone

o We have a Test Stand at LArTF, as well, with two crates
In computer room.

= One server reads one crate’s worth of FEMs for wires (~960 wires)
= One server reads at least one FEM card in one crate of PMTs

= A third server is the test stand event builder.

= All servers are on a separate private network.

= These crates do not read actual PMTs or wires in the tight space of the computer
room

= Though, if needed we have a test flange (chimney) we can connect to at DAB
o We test kernel/DAQ upgrades, if needed, here.
a These serve as our hot-swap machines too

20-Nov-2015 MicroBooNE DAQ_Experience 12



Server administration (T
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o The SCD-SLAM team — Rennie Scott, Bonnie King, et al. —
formally maintain all 15 of our production servers

" |t's been a very smooth and professional arrangement
= We run SLF6.6

o We have satisfactory root access, as well, as needed for modest scope
changes

o There will soon be ACL rules to only allow access in via 2 gateway nodes

20-Nov-2015 MicroBooNE DAQ_Experience 13



DAQ software support —

microboone

o SCD SSA team — Kurt Biery’s group, mainly Gennadiy Lukhanin—
has been instrumental in writing/supporting DAQ software

" |t’s a very scalable, C++ solution, with the assembler and the 10
“sebApp” processors each inside a state machine, communicating via
sockets. Shared memory segments for online

= We have key artdag components — fragments, event stores — but
broke off our needs from that code repository.

= Cmake/cetbuildtools build system; no mrb

= We make our own UPS products: uboonedaqg and uboonedag-
datatypes

o The latter is the interface to LArSoft for the Swizzler

20-Nov-2015 MicroBooNE DAQ_Experience 14



Online/Offline DAQ systems

uboonedag-prod network

File Transfer
......... > Nearline monitoring All these dBs deserve their own few slides
_______ > 4B traffic & discussion, particularly runConfig dB

Chan Map DAQ offline

SlowMonCon
ryo/puri

db Calib db
DAQ runconfig
EPICS dB
Run Control db
(msg passing)
‘ OnlineMonitor:
@ html/AJAX
webAscirver Analyzer

.. but will only discuss this one:

Shifter:
Web client,
EPICS GUI

PUBS db +
daemon

___________
. s

.
----- e

Assembler

SN signal g Offline Swizzling an
- Beam data

appender

Offline
+processing+
metadata wrapping

| \|

4 ;
Huffian Encodefi+ Nearline ROOT
SNEWS or Weekly- Copresseg analyzer

Fal
ake processes

FNAL Enstore
tape storage and
—— SAM cache
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PUBS: Python/Postgres-uB-Scriptin

a@n"@t@@@m@

0 Online version:

o Metadata creation
o Registration to SAM
o Ensures completion
o Monitoring

O Beam accesses
Indicated: otherwise
97+% DAQ uptime

o Checksums along the way

= Moves our ~170MB/sec of raw binary data out to Enstore

20-Nov-2015
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PUBS Online 2 (7T
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Microboone

o However, 170MB/sec is actually onerous.
= This alone is within a factor of 2 of FNAL’s total tape-writing limit

a Swizzled (art-root format) is ~¥x1.7 bigger
o Minimal LArSoft reco is x8 bigger.

= This is untenable.

= There are other bottlenecks that begin to pop up, like dCache size, which
must hold data as it is processed until next stage of Reco runs.

= Cpu: Tens of minutes per event to process

o We will therefore run in open trigger only until mid-Jan
= At which time we commission the PMT trigger
0 We are processing ~2 percent of our data now, and will
dedicate a processing campaign in January, which will
,take few wks to catch up.

MicroBooNE DAQ Experience



PUBS Offline
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a Swizzling => 3 streams
0 Reconstruction Stagel and Stage?2

= All on FermiGrid right now

0 We still may go back to doing this Online when the
firehose of data turns into a manageable stream.

= This was the original plan

0 MicroBooNE data management team doing a heroic job
stemming the flood.

a This is just plain difficult, and | think there is no silver
bullet if we insist that all this data is valuable.

o Will eventually be turned over to SCD:OPOS
zoeinsgeneral: dB coding is not to be marginalized



Further uB DAQ difficulties

icroboohe

a The warm electronics / DAQ boundary.

= Porting of solutions from warm electronics readout team to the uB DAQ
code proper has been problematic at times

o Configuring the crates (Recipes) brings transcription errors and
guesswork

o Monitoring solutions are different in a threaded environment than when
performed serially.

o FPGA <-> implementation is difficult to manage

= The readout portion of the MicroBooNE DAQ could have been finished
much earlier if many niggling little readout problems could have been
reproduced and fixed. Instead, workarounds were developed during
commissioning at the 11™ hour that got us from erratic performance to
reasonable run lengths (hours, not minutes) at high rates.

20-Nov-2015 MicroBooNE DAQ_Experience



Readily-analyzable data _ (T
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a Writing Binaries allows DAQ flexibility, but the hurdle to
turning around analysis — of noise, x-talk, channel
mapping — is significant.

0 SBND planning to write out ROOT files from the
beginning.

o Writing out art-ROOT file will still require a swizzling
step somewhere.

= LArSoft was in development during this period. Changes to raw::RawDigits
raw::OpDetHits were/are always happening.

20-Nov-2015 MicroBooNE DAQ Experience
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Run Control T

a A proper Run Control GUI, ala NOVA’s remains in the
works. Still being worked on

0 At some point we took most resources off this, deciding
it was more heavyweight than called for and we instead
have...

= A big python script that works great.
o A configuration is chosen via runConfig db
o Failed runs are re-started automatically
o Automatic elLog entries
o A cool buffalo logo.

20-Nov-2015 MicroBooNE DAQ Experience



Conclusion
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a This is (to most of us) a whole new technology, with
MANY new challenges, among them massive data rates

o The DAQ work has not been trivial: lots of effort on:
warm electronics readout, strong code design, and lots
of C++1x and db coding and python scripting

2 Only a very strong Readout and DAQ team and
collaboration generally, and much useful guidance from
SCD have allowed this to be successful

2 We hope to preserve a lot of it for SBND

o Let’s not under-estimate amount of good people and
person-hours required to build future LArTPC DAQs

20-Nov-2015 MicroBooNE DAQ, Experience
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Ganglia network rate — =

-obeoonhe

0 We can in fact run steadily at 10 Hz, above which point
we begin to be throttled by disk 10 limits

ubdaq-prod-evb-priv.fnal.gov Network last custom
qoomt
o 300 M M W
W
wv
~
w200 M
.
>
@ 100M
0 #&J g i
16: 00 18: 00 20: 00 22:00 00: 00

B In Now: 87.6k Min: 87.6k Avg:266.0M Max:349.9
B Out Now: 3.5k Min: 1.5k Avg: 6.2M Max: 44.8

20-Nov-2015 MicroBooNE DAQ_Experience



runConfig db

® O App — uboonedaq@ubdaq-prod-evb:~ — ssh —[)](2
echurch@uboonedag-evb:~ echurch@ub...aq-seb-01:~ echurch@uboonedag-evb:~ ...

ist mainTicket cache: FILE:/tmp/krb5cc_uboonedaqg evb
Default principal: uboonedag/ubdag-prod-evb.fnal.gove€FNAL.GOV

Valid starting Expires Service principal
11/19/15 00:00:05 11/20/15 02:00:03 krbtgt/FNAL.GOVEFNAL.GOV
renew until 11/26/15 00:00:03
_Setting up production config db...
UBOONE DAQ software release:
user account: uboonedaqg
start time :Thu Nov 19 00:07:37 CST 2015
host name ubdag-prod-evb.fnal .gov
short name evb
UBOONEDAQ FHICL_PATH /uboonenew/uboonedaq/vé_16_03/config:
RUN_CONFIG_FCL_DIR
/uboonenew/uboonedaqg/v6_16_03/s1f6.x86_64.e7.debug/bin/assemblerApp
OSPL_URI=file:///uboonenew/uboonedaqg/vé_16_03/config/dds/prod/ospl-uboonedaq.xml

You have set up UBOONEDAQ VERSION=v6_16_03

[uboonedag@ubdag-prod-evb ~]1$ list main_ cfg
Found 21 registered main-configs that match the guery...

ExternalTriggerOnly 100mHz_ ConfigASIC_ c2
ExternalTriggerOnly 1Hz ConfigASIC_ c2
ExternalTriggerOnly 5Hz_ cl
ExternalTriggerOnly 10Hz_c5
PHYSICS_ BNB_NUMI_EXT 2Hz TEST cO0
PHYSICS_BNB_NUMI_EXT 2Hz_c2
PHYSICS_EXT_ 1Hz_cl
PHYSICS_ EXT 5Hz_cl
PHYSICS_ BNB_NUMI_c2
PHYSICS_ BNB_NUMI_EXT 2Hz_c3
PHYSICS_ BNB_NUMI_c3
- PHYSICS_ BNB_NUMI_EXT_ 4Hz_c3
341 | s o u r PHYSICS_BNB_NUMI_LOWRATE_cO
PHYSICS_BNB_NUMI_LOWRATE ConfigASIC_ cO
PHYSICS_ BNB_NUMI_EXT100mHz_cl
usual PHYSICS_ BNB_NUMI_EXT100mHz_ ConfigASIC_cl
PHYSICS_ EXT 5Hz_c2

Co n fi I D PHYSICS_EXT 5Hz_ ConfigASIC_c2
g PHYSICS_EXT_ 100mHz_c2

‘ PHYSICS_BNB_NUMI_EXT100mHz_c2
PaddleTrigger_c9

20-Nov-2015 [uboonedag@ubdag-prod-evb ~1$%$




Glomation Single Board Computer GESBC-9G20 — [V

- oHoOONE

o SBCincludes
= Linux OS
= Ethernet
= RS232
= USB
= 40 digital I/0
= 4 ADC
= |2C and SPI bus

o Interfaces directly with
= Glassman Drift HV - RS232
= Rack Temperature — 12C bus using Maxim DS1624
= Rack Fanpack — digital I/O
= PMT HV BiRa supplies

Glenn Horton-Smith, KSU

RN 2829 2012 MibioBioNE CAGH Reeieamce 1



Calibration Hardware — (T
e

roboche
Proce u:iif;ﬂ ure
Configuration of Service | pmTsubevPc/calibration |_ BNL/Nevis Test
board via NI USB-6501 3
o | ]
NI L.JS‘B-6501 PCle
Digital 10 Configuration of bata
ASIC Config. Tektronix Pulser - ¢t Readout
= ou
e using ethernet Crate Contr € :
connectio === XMIT/
[' I backplane
ASIC l Trig. Board
Configuration p Pulser Fun. Gen.
Sl?;‘:;»el; Tektronix AFG _l 1_7 FEM’s
3252 P_u!so Re?dout
3.3V ) Firing (l;r;'lggzzi) ARG
N4 N4 L 4 Receiver
I
: Sen}ice Board : Int. Amplif.
| | ’ﬁ
1.8V
N N
Mother Board
- . - -1; :S-IC-(;\;: . C:a.tlibr;t‘:oar:l['):aEtla’| 'Rsoadout
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Overview: Digitizing Boards: Hardware and Tasks '
WTEroboon
Continuous Data rate per card: 64 wires x 2 MHz = 128 MHz 12 bit ADC words.

BNL | STRATIX Ill FPGA

l \ Downsampling: 16MHz = 2 MHz
- ._’

Compression is different depending on data origin
# Beam neutrinos (Trigger) Huffman coding
# Supernova (NO Trigger) Huffman + decimation

5
(o)
Ao“, - Beam v Buffer gg
2B 32 MB DRAM 85
a3 e oD g
2 |7 e —> P O
Supernova 2 2.
‘ - Buffer | =&
— 32 MB DRAM E
1M x 36 bit SRAM Time (write) * Read out in Channel order
¢ X i )
+ Speed 128 MHz for compression Each buffer
+ Datais recorded in Time order in alternate cycles: 64 MHz can accommodate
Matches speed specs 26 uncompressed
+ 2 ADC/36 bit word = 64 MHz

1.2 MB
. N ‘



Trigger oo
55 Mcroboone

To Low Gain
—>

PMT FEM

PMT FEM FPGA )

High Gain

PMTs are
sampled at - | csssssnass
64 MHz

L S A

L1 trigger in

PMT trigger out *

Beam gates  —— Trigger Board

20- -201
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SBND Upgrades

2 An R&D/upgrade program is imagined — though nothing is
formally proposed yet -- in which strictly COTs components,
including this HTG PCle card with its 120 Gbps each-way could
handle one-third of the whole detector So, 3 of ‘em in one
corver T =
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