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QCD in many regimes critical to extracting fundamental physics in the 
neutrino sector
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1) HEP should take ownership

Neutrino-nucleus grassroots points for discussion

• critical for assessing sensitivity and establishing discovery

• HEP tools are critical (QCD analysis, radiative corrections, lattice, …)

• broader context of intensity frontier searches and measurements
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Neutrino-nucleus grassroots points for discussion

2) Connections with nuclear theory and generator/modeling

• connection goes both ways 

• two paradigms

1) determine elementary (NN, NΔ, NNπ,…) amplitudes 
(elementary targets, lattice, …) then constrain nuclear models 
from data

2) determine elementary amplitudes (elementary targets, 
lattice, …) then compute nuclear effects “ab initio”

• critical to have realistic assessment of error bars from all sources



5

ν

Perturbative 
QFT

Nuclear 
physics

Event generation and 
detector modeling

Precision 
hadron
physics

Lattice QCD

Every neutrino-nucleus cross section prediction relies on nucleon-
level amplitudes constrained by deuterium experiments of the 1970’s, 
80’s, fit to simple models.    What is the actual uncertainty?

example 1: CCQE and the nucleon axial form factor



6

HEP toolbox is being applied to precision lepton-nucleon scattering

coefficients in rapidly 
convergent expansion encode 
nonperturbative QCD

tcut

F (q2) =
X

k

ak[z(q
2)]k

Systematically improvable, quantifiable uncertainties

experimental 
kinematic region

Underlying QCD tells us that Taylor expansion in appropriate 
variable is rapidly convergent

q2

particle thresholds

z
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with extended range in energy and Q2 is given by Shen
et al. in Ref. [70].12 The Shen et al. model is overlaid
with the original Singh model as well as the free neutron
model in Fig. 6. The Shen et al. model deviates sub-
stantially from the free-neutron result at the ⇠ 20% level
over a broad Q2 range. These models do not constitute
an estimate of the uncertainty on deuteron corrections,
but suggest an avenue for future work even if there are
no future measurements on deuterium.

Assuming an energy independent, but Q2 dependent,
deuteron correction, the change in the fit results can
be compared. For illustration, we employ the results
of Ref. [70] at E⌫ = 1GeV, and limit attention to
Q2  1GeV2, i.e., the configuration of Table V and
Eq. (25). Shape parameter and minimum �2LL values
are

BNL : [ā
1

, �2LL] =

(
[1.99(15), 27.0] (Singh)

[2.16(14), 25.1] (Shen et al.)
,

ANL : [ā
1

, �2LL] =

(
[2.29(14), 30.5] (Singh)

[2.46(13), 29.2] (Shen et al.)
,

FNAL : [ā
1

, �2LL] =

(
[1.88(25), 8.2] (Singh)

[2.00(25), 9.1] (Shen et al.)
.

(30)

The extracted form factor shifts to mimic the di↵erence
in the curves in Fig. 6, and there is slight improvement
in fit quality for two of the three data sets.

D. Final systematic error budget

The most important systematic uncertainties are the
two that significantly modify the Q2 distribution: ac-
ceptance corrections and the deuteron correction. In our
final analysis, we modify the original fits displayed in Ta-
ble V. First, we allow a correlated acceptance correction
as in Eq. (28). Second, we include a 10% error added
in quadrature to statistical error in each Q2 bin to ac-
count for residual deuteron or other systematic correc-
tions, as described at the end of Sec. IVB. With these
corrections in place, we perform a �2 fit to all data up to
Q2 = 1GeV2. The neglect of data above Q2 = 1GeV2

has only minor impact on the extraction of FA(q2), and
allows a simple treatment of these combined uncertain-
ties with full covariance using a �2 fit.

As an alternative, we also provide a log-likelihood fit to
the data up to Q2 = 3GeV2, but without inflated errors
to account for deuterium and other residual systematics.
This has the benefit of including data over the entire
kinematic range, but omits sources of systematic error
that would need to be treated separately.

12 See also Ref. [80].

VI. AXIAL FORM FACTOR EXTRACTION

The best axial form factor is extracted from a joint fit
to the three datasets. We choose Na = 4 free parameters
with t

0

= toptimal

0

(1GeV2) and data with Q2  1GeV2.
As discussed above, this corresponds to a k

max

= 8 z
expansion, where five linear combinations of coe�cients
are fixed by the Q2 = 0 constraint and by the four sum
rules (16). The acceptance correction free parameter is
independent for each experiment in the joint fit.
Our knowledge of the axial form factor resulting from

deuterium scattering data is summarized by constraints
on the coe�cients ak. Central values and 1� errors de-
termined from ��2 = 1 are13

[a
1

, a
2

, a
3

, a
4

] = [2.30(13),�0.6(1.0),�3.8(2.5), 2.3(2.7)] .
(31)

The diagonal entries of the error (covariance) matrix,
computed from the inverse of the Hessian matrix for
�2({ak}), are

E
diag. = [0.0154, 1.08, 6.54, 7.40] . (32)

Note that (E
diag.)i ⇡ (�ai)2, reflecting approximately

Gaussian behavior. The four-dimensional correlation
matrix is

Cij =

0

BBB@

1 0.350 �0.678 0.611

0.350 1 �0.898 0.367

�0.678 �0.898 1 �0.685

0.611 0.367 �0.685 1

1

CCCA
. (33)

and as usual the error matrix is given by Eij = �ai�ajCij .
This description can be systematically improved when
and if further data or externally constrained deuterium
models become available. The form factor is plotted ver-
sus Q2 and versus z in Fig. 7, and compared with a pre-
vious world average dipole form factor from Ref. [53]
We also provide an alternate log-likelihood determina-

tion of the axial form factor to the range Q2 < 3.0 GeV2,
but without deuteron systematic corrections. Central
values and 1� errors determined from �(�2LL) = 1 are

[a
1

, a
2

, a
3

, a
4

] = [2.28(8), 0.25(95),�5.2(2.3), 2.6(2.7)] .
(34)

The diagonal entries of the error matrix are

E
diag

= [0.00635, 0.781, 4.49, 6.87] , (35)

13 The complete specification for the form factor involves the
normalization gA = �1.2723 from Table I; the pion mass
m⇡ = 0.14GeV employed in the specification of t

cut

= 9m2

⇡
in Eq. (12); and the choice t

0

= �0.28GeV2. The remaining co-
e�cients, a

0

, a
5

, a
6

, a
7

and a
8

, are determined by FA(0) = gA,
and by the sum rule constraints (16); for ease of comparison
we list the complete list of central values here: [a

0

, · · · , a
8

] =
[�0.759, 2.30,�0.6,�3.8, 2.3, 2.16,�0.896,�1.58, 0.823].
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and as usual the error matrix is given by Eij = �ai�ajCij .
This description can be systematically improved when
and if further data or externally constrained deuterium
models become available. The form factor is plotted ver-
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= �0.28GeV2. The remaining co-
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7

and a
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, are determined by FA(0) = gA,
and by the sum rule constraints (16); for ease of comparison
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• FA with complete error budget: 
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FIG. 8. Free nucleon CCQE cross section computed
from Eqs. (31), (32) and (33), for neutrino-neutron (top)
and antineutrino-proton (bottom) scattering. Also shown
are results using dipole axial form factor with axial mass
mA = 1.014(14) GeV [53].

energies, the cross sections and uncertainties shown in
Fig. 8 are

�⌫n!µp(E⌫ = 1GeV) = 10.1(0.9)⇥ 10�39 cm2 ,

�⌫n!µp(E⌫ = 3GeV) = 9.6(0.9)⇥ 10�39 cm2 , (38)

for neutrinos and

�⌫̄p!µn(E⌫ = 1GeV) = 3.83(23)⇥ 10�39 cm2 ,

�⌫̄p!µn(E⌫ = 3GeV) = 6.47(47)⇥ 10�39 cm2 , (39)

for antineutrinos.
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FIG. 9. Cross section for charged-current quasielastic events
from the MINERvA experiment [55] as a function of re-
constructed Q2, compared with prediction using relativistic
Fermi gas nuclear model with z expansion axial form factor
extracted from deuterium data. MINERvA data uses an up-
dated flux prediction from [56]. Also shown are results using
the same nuclear model but dipole form factor with axial mass
mA = 1.014(14) GeV [53].

C. Neutrino nucleus cross sections

Connecting nucleon-level information to experimen-
tally observed neutrino-nucleus scattering cross sections
requires data-driven modeling of nuclear e↵ects. Our
description of the axial form factor and uncertainty in
Eqs.(31), (32) and (33) can be readily implemented in
neutrino event generators that interface with nuclear
models.15

A multitude of studies and comparisons are possible.
As illustration, consider MINERvA quasielastic data on
carbon [55]. Figure 9 shows a comparison of the Q2 dis-
tribution of measured events with the predictions from
our FA(q2), using a relativistic Fermi gas nuclear model
in the default configuration of the GENIE v2.8 neutrino
event generator [6]. For comparison, we display the result
obtained using a dipole FA with axial mass central value
and error as quoted in the world average of Ref. [53]. The
central curves di↵er in their kinematic dependence, and
the dipole result severely underestimates the uncertainty
propagated from deuterium data.
The z expansion implementation within GENIE in-

15 The z expansion will be available GENIE production release
v2.12.0. The code will also be available in the GENIE trunk
prior to its o�cial release. The module provides full generality
of the z expansion, and supports reweighting and error analysis
with correlated parameters.
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C. Neutrino nucleus cross sections

Connecting nucleon-level information to experimen-
tally observed neutrino-nucleus scattering cross sections
requires data-driven modeling of nuclear e↵ects. Our
description of the axial form factor and uncertainty in
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event generator [6]. For comparison, we display the result
obtained using a dipole FA with axial mass central value
and error as quoted in the world average of Ref. [53]. The
central curves di↵er in their kinematic dependence, and
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FIG. 7. Final form factor from Eqs. (31), (32) and (33).
Also shown are results using dipole axial form factor with
axial mass mA = 1.014(14) GeV [53].

and the four-dimensional correlation matrix is

Cij =

0

BBB@

1 0.321 �0.677 0.761

0.321 1 �0.889 0.313

�0.677 �0.889 1 �0.689

0.761 0.313 �0.689 1

1

CCCA
. (36)

VII. APPLICATIONS

Having presented the axial form factor with errors and
correlations amongst the coe�cients, we may systemat-
ically compute derived observables that depend on this
function. We consider several applications of our results.

TABLE VII. Axial radius extracted using best values from
Table I, and default priors as discussed in the text. Note that
the joint fit is not an average, but a simultaneous fit to all of
the datasets.

dataset r2A [fm2] r2A [fm2] r2A [fm2]

(Na = 3) (Na = 4) (Na = 5)

BNL 1981 0.56(23) 0.52(25) 0.48(26)

ANL 1982 0.69(21) 0.63(23) 0.57(24)

FNAL 1983 0.63(34) 0.64(35) 0.64(35)

Joint Fit 0.54(20) 0.46(22) 0.39(23)

A. Axial radius

We begin with the axial radius, defined in Eq. (21).
While the radius by itself is not the only quantity of inter-
est to neutrino scattering observables, it is only through
the q2 ! 0 limit that a robust comparison can be made
to other processes such as pion electroproduction.
The form factor coe�cients and error matrix from the

�2 fit in Sec. VI determine the radius as

r2A = 0.46(22) fm2 . (37)

The constraint is much looser than would be obtained by
restricting to the dipole model, cf. Table IV.14 For com-
parison, let us consider the constraints from individual
experiments. Table VII gives results for Na = 3, 4, 5 free
parameters, with errors determined from the error ma-
trix in Eqs. (32) and (33). The results from individual
experiments are consistent with the joint fit. Note that
the joint fit is not simply the average of the individual
fits. This situation arises from a slight tension between
data and Gaussian coe�cient constraints (17) when com-
paring a single data set to the statistically more powerful
combined data.

B. Neutrino-nucleon quasielastic cross sections

Current and future neutrino oscillation experiments
will precisely measure neutrino mixing parameters, de-
termine the neutrino mass hierarchy, and search for pos-
sible CP violation and other new phenomena. This
program relies on accurate predictions, with quantifi-
able uncertainties, for neutrino interaction cross sections.
As the simplest examples, consider the charged-current
quasielastic cross section �(E⌫) for neutrino (antineu-
trino) scattering on an isolated neutron (proton).
The best fit cross section and uncertainty are shown

in Fig. 8, and compared to the prediction of dipole FA

with axial mass mA = 1.014(14) [53]. At representative

14 Extractions of the radius from electroproduction data are also
strongly influenced by the dipole assumption [30].

[Meyer, Betancourt, Gran, Hill, 1603.03048]

A. Meyer
New module for z 
expansion and reweighting 
in GENIE event generator
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FIG. 2. Best fit curves and errors propagated from deu-
terium to free-neutron cross section, for BNL1981 (top pane),
ANL1982 (middle pane) and FNAL1983 (bottom pane). Blue
(horizontal stripes) corresponds to dipole and red (vertical
stripes) to Na = 4 z expansion in Table IV.
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A. Form factor scheme dependence

A test with variations of the number of free parameters
was presented in Eq. (20) of the previous section. In order
to translate other test fits into parameters that can be
compared side-by-side, we will consider in all cases the
dimensionless shape parameter defined by

ā
1

⌘ a
1

|t
0

=

¯t
0

⌘ �4(t
cut

� t̄
0

)F 0

A(t̄0) , (22)
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A. Form factor scheme dependence

A test with variations of the number of free parameters
was presented in Eq. (20) of the previous section. In order
to translate other test fits into parameters that can be
compared side-by-side, we will consider in all cases the
dimensionless shape parameter defined by
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• previous extractions biased 
by unjustified dipole ansatz

• QCD analysis uncovers an 
underestimated systematic

6

The bounds are enforced with a Gaussian penalty on the
coe�cients entering the fit. We investigate fits using a
range of k

max

, other choices of t
0

, and alternatives to
Eqs. (17) and (18), which are briefly reported in Sec. IV.

B. z expansion basic fit results

Using the same datasets and constants as described
in Sec. II and summarized in Table I, we perform fits
replacing dipole axial form factor with z expansion as
in Eq. (13). We use the scheme choice (15), enforce the
sum rule constraints (16), and use the default bounds
on the coe�cients ak in Eqs. (17),(18). The results are
summarized in Table IV and displayed in Figs. 1 and 2.
The coe�cients corresponding for the fits with Na = 4
free parameters in Table IV are
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(19)

where (symmetrized) errors correspond to a change of 1.0
in the -2LL function.

Table IV summarizes z expansion fits with di↵erent
numbers of free parameters. Focusing on the first order
coe�cient,
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As discussed after Eq. (15), z2, z3, z4, etc., terms in the
z expansion become increasingly irrelevant, correspond-
ing to |z|

max

⌧ 1 in Table III. This is borne out by the
data, which determines a form factor with coe�cients in
Eq. (19) of order 1.0 that mostly don’t push the Gaus-
sian bounds, and a leading coe�cient in Eq. (20) that
is approximately the same regardless of whether terms
beyond order z3 are included.

The axial “charge” radius is defined via the form factor
slope at q2 = 0,

1
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����
q2=0

⌘ 1

6
r2A . (21)

For a general scheme choice t
0

6= 0, this quantity de-
pends on all the coe�cients in the z expansion. Table IV
illustrates that rA is poorly constrained without the re-
strictive dipole assumption. We will provide a final value
for the axial radius from deuterium data after discussion
of systematic errors in the next section.

The normalization factor N
fit

is also included in Ta-
ble IV. This parameter is allowed to float without
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FIG. 1. Experimental data and best fit curves corresponding
to dipole and Na = 4 z expansion in Table IV, for BNL1981
(top pane), ANL1982 (middle pane) and FNAL1983 (bottom
pane).
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FIG. 6. Di↵erential scattering cross sections for neutrino-
deuteron scattering at 1GeV neutrino energy, employing dif-
ferent nuclear models. The dashed (red) curve is the free-
neutron result. The bottom solid (red) curve is obtained from
the free-neutron result using the model from Ref. [62], as in
the original deuterium analyses. The top solid (black) curve is
extracted at E⌫ = 1GeV from Ref. [70]. The charged lepton
mass is neglected in this plot.

ANL : [ā
1

, �2LL] =

(
[2.29(14), 30.5] (without)

[2.38(14), 26.3] (with)
,

FNAL : [ā
1

, �2LL] =

(
[1.88(25), 8.2] (without)

[1.88(25), 8.2] (with)
.

(29)

The parameter ⌘ takes on values of -1.9, -1.0, and +0.01
for data from ANL1982, BNL1981, and FNAL1983 re-
spectively; the negative values indicate a pull to de-
crease the predicted cross section to match the data. In
each case there is only a small or modest improvement
in the fit quality, and small impact on the form factor
shape. Acceptance corrections within the quoted range
have only minor impact.

C. Deuteron corrections

The analysis to this point, like the original analyses,
used the deuteron correction model R(Q2) of Singh [62].
This model yields a suppression of the cross section for
Q2 < 0.16 GeV2.11 An example of a modern calculation

11 A followup analysis [79] considers e↵ects of meson exchange cur-
rents and alternate deuteron wave functions, with a total result
very similar to Ref. [62].
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FIG. 2. Best fit curves and errors propagated from deu-
terium to free-neutron cross section, for BNL1981 (top pane),
ANL1982 (middle pane) and FNAL1983 (bottom pane). Blue
(horizontal stripes) corresponds to dipole and red (vertical
stripes) to Na = 4 z expansion in Table IV.
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A. Form factor scheme dependence

A test with variations of the number of free parameters
was presented in Eq. (20) of the previous section. In order
to translate other test fits into parameters that can be
compared side-by-side, we will consider in all cases the
dimensionless shape parameter defined by

ā
1

⌘ a
1

|t
0

=

¯t
0

⌘ �4(t
cut

� t̄
0

)F 0

A(t̄0) , (22)
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FIG. 8. Free nucleon CCQE cross section computed
from Eqs. (31), (32) and (33), for neutrino-neutron (top)
and antineutrino-proton (bottom) scattering. Also shown
are results using dipole axial form factor with axial mass
mA = 1.014(14) GeV [53].

energies, the cross sections and uncertainties shown in
Fig. 8 are

�⌫n!µp(E⌫ = 1GeV) = 10.1(0.9)⇥ 10�39 cm2 ,

�⌫n!µp(E⌫ = 3GeV) = 9.6(0.9)⇥ 10�39 cm2 , (38)

for neutrinos and

�⌫̄p!µn(E⌫ = 1GeV) = 3.83(23)⇥ 10�39 cm2 ,

�⌫̄p!µn(E⌫ = 3GeV) = 6.47(47)⇥ 10�39 cm2 , (39)

for antineutrinos.
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FIG. 9. Cross section for charged-current quasielastic events
from the MINERvA experiment [55] as a function of re-
constructed Q2, compared with prediction using relativistic
Fermi gas nuclear model with z expansion axial form factor
extracted from deuterium data. MINERvA data uses an up-
dated flux prediction from [56]. Also shown are results using
the same nuclear model but dipole form factor with axial mass
mA = 1.014(14) GeV [53].

C. Neutrino nucleus cross sections

Connecting nucleon-level information to experimen-
tally observed neutrino-nucleus scattering cross sections
requires data-driven modeling of nuclear e↵ects. Our
description of the axial form factor and uncertainty in
Eqs.(31), (32) and (33) can be readily implemented in
neutrino event generators that interface with nuclear
models.15

A multitude of studies and comparisons are possible.
As illustration, consider MINERvA quasielastic data on
carbon [55]. Figure 9 shows a comparison of the Q2 dis-
tribution of measured events with the predictions from
our FA(q2), using a relativistic Fermi gas nuclear model
in the default configuration of the GENIE v2.8 neutrino
event generator [6]. For comparison, we display the result
obtained using a dipole FA with axial mass central value
and error as quoted in the world average of Ref. [53]. The
central curves di↵er in their kinematic dependence, and
the dipole result severely underestimates the uncertainty
propagated from deuterium data.
The z expansion implementation within GENIE in-

15 The z expansion will be available GENIE production release
v2.12.0. The code will also be available in the GENIE trunk
prior to its o�cial release. The module provides full generality
of the z expansion, and supports reweighting and error analysis
with correlated parameters.
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example 2:  νe/νμ  cross sections and radiative corrections

Electromagnetic radiative corrections, especially for electron, are large 
and detector-dependent.   Consider analogous e-p scattering process. 
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Some facts about the Rydberg constant puzzle (a.k.a. 
proton radius puzzle) 

1) It has generated a lot of 
attention and controversy

2) The most mundane resolution necessitates:
• 5σ shift in fundamental Rydberg constant
• discarding or revising decades of results in 
e-p scattering and hydrogen spectroscopy
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Some facts about the Rydberg constant puzzle (a.k.a. 
proton radius puzzle) 

1) It has generated a lot of 
attention and controversy

2) The most mundane resolution necessitates:
• 5σ shift in fundamental Rydberg constant
• discarding or revising decades of results in 
e-p scattering and hydrogen spectroscopy

3) Systematic effects in electron-proton 
scattering impact neutrino-nucleus scattering, 
at a level large compared to DUNE precision 
requirements

This is HEP’s problem:
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FIG. 9: Illustrative fit with modified radiative corrections
given by Eq. (41) using �E = 10MeV. Lower and upper
dashed blue lines correspond to the plus sign and minus sign
in Eq. (41), respectively. Fits are for the 657 point rebinned
A1 MAMI dataset with 0.3–0.4% uncorrelated systematic un-
certainties using the z expansion with t

0

= 0, Gaussian priors
with |ak|max

= |bk|max

/µp = 5, k
max

= 12. Black solid lines
reproduce the curves in Fig. 6. For orientation, the dash-
dotted red line indicates the muonic hydrogen value for rE .

are fixed by infrared divergences whose form is dictated
by soft photon theorems [75]. Equivalently, an e↵ective
theory renormalization analysis between hard (⇠ Q) and
soft (⇠ me) scales determines the relevant Sudakov form
factor. However, in practice �E can be large compared
to me, introducing another scale into the problem, and
associated large logarithms not captured by the naive ex-
ponentiation of one-loop corrections. A complete analy-
sis is outside the scope of the present paper, but to illus-
trate the potential impact, let us consider in place of the
ansatz that makes the replacement (31) in Eq. (29), the
following expressions:

(1 + �) !

1 ±

✓
� +

↵

⇡

log2

Q

2

m

2

e

◆�±1

⇥ exp

✓
�↵

⇡

log2

Q

2

m

2

e

◆
. (41)

These expressions agree with the known corrections
through one-loop order, and resum the leading loga-
rithms to all orders in perturbation theory when there
is only one large ratio of scales.

Fig. 9 illustrates the impact of applying the correction
on the right hand side of Eq. (41) in place of the ansatz

(31). For definiteness, the plot takes �E = 10MeV.
As indicated in the figure, the shifts in the radii under
this correction are a factor ⇠ 2–3 larger than those al-
lowed in Table IX, which considered corrections vary-
ing by 0.5% over beam-energy/spectrometer combina-
tions. The variation of the correction (41) over beam-
energy/spectrometer combinations (i.e., the magnitude
of a in Eq. (35)) ranges between 0.9% and 2.6%, with an
average 1.5%.
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Q

2

max

[GeV2]

�
r
[f
m

]

FIG. 10: Statistical error on rE (bottom, red squares) and rM

(top, blue circles) as a function of Q2
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. Solid symbols are
for the 1422 point A1 MAMI dataset, and open symbols are
for the world cross section and polarization dataset. Fits use
the z expansion with t

0

= 0, Gaussian priors with |ak|max

=
|bk|max

/µp = 5, k
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= 12.

A global analysis combining Mainz and other world
data will artificially favor the Mainz data, as the un-
certainties associated with each cross section measure-
ment include only a small part of the total uncertainty.
Thus, we provide best fit values separately for our anal-
yses of Mainz and world data. To determine an opti-
mal Q

2

max

, Fig. 10 illustrates the statistical uncertainty
on rE and rM found using our default fit both to the
1422 point Mainz dataset and to the world dataset. For
the Mainz data, the uncertainty is minimized by tak-
ing Q

2

max

& 0.5 GeV2, with negligible improvement be-
yond this point. In order to maximize the statistical
power of the data, while minimizing potential system-
atic e↵ects in higher Q

2 data, we take for definiteness
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Figure 3: Diagrams contributing to matching for charged WIMPs. Wavy lines are photons, zigzag
lines are W± bosons, and the inclusion of diagrams where internal photon lines are replaced by Z0

boson lines is implied.

charged WIMP annihilation, the process has a tree level contribution. Including the tree vertex with

counterterms, together with the loop diagrams of Fig. 3,
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The renormalization constant Z�
2

is inherited from the electroweak symmetric Lagrangian (2) and

ZW
1

, ZW
2

are field and coupling renormalization factors for the SU(2) gauge field [77].6

Let us briefly review the renormalization for the scalar triplet. The 1PI two point functions for

6Following the conventions of [77], bare Lagrangian fields and parameters are given by (W a
µ )

bare = (ZW
2 )1/2W a

µ ,

gbare2 = ZW
1 (ZW

2 )�3/2g2.
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Logarithmically enhanced corrections beginning at or-
der ↵2L3 are not captured by a simple exponentiation
ansatz, � ! exp[(↵/⇡)�(1)]. Fig. 4 displays the total cor-
rection � at first and second order in perturbation theory,
for illustrative values E = 1GeV, �E = 5MeV.

B. E↵ective theory: matching

To understand the origin of the di↵erent contributions
in Eq. (30), and to systematically resum large logarithms
in perturbation theory, let us construct an e↵ective the-
ory to separate the physics at di↵erent energy scales. Let
us focus on the formal counting m ⇠ �E and Q2 � m2

(i.e., v · v0 � 1). Below, we consider an operator analysis
analogous to Eqs. (2) and (3). The resulting factorization
formula, valid up to O(m2/Q2) corrections, reads
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The explicit matching with QED is most easily per-
formed using dimensional regularization, where dimen-
sionfull but scaleless integrals vanish. The (bare, un-
renormalized) hard function is then
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where results for F1(q2, 0, 0) through two-loop order are
given in Refs. [12, 13],
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Renormalizing in the MS scheme, we have (at nf = 1)
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The explicit renormalized hard function is
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FIG. 9: Illustrative fit with modified radiative corrections
given by Eq. (41) using �E = 10MeV. Lower and upper
dashed blue lines correspond to the plus sign and minus sign
in Eq. (41), respectively. Fits are for the 657 point rebinned
A1 MAMI dataset with 0.3–0.4% uncorrelated systematic un-
certainties using the z expansion with t

0

= 0, Gaussian priors
with |ak|max

= |bk|max

/µp = 5, k
max

= 12. Black solid lines
reproduce the curves in Fig. 6. For orientation, the dash-
dotted red line indicates the muonic hydrogen value for rE .

are fixed by infrared divergences whose form is dictated
by soft photon theorems [75]. Equivalently, an e↵ective
theory renormalization analysis between hard (⇠ Q) and
soft (⇠ me) scales determines the relevant Sudakov form
factor. However, in practice �E can be large compared
to me, introducing another scale into the problem, and
associated large logarithms not captured by the naive ex-
ponentiation of one-loop corrections. A complete analy-
sis is outside the scope of the present paper, but to illus-
trate the potential impact, let us consider in place of the
ansatz that makes the replacement (31) in Eq. (29), the
following expressions:
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These expressions agree with the known corrections
through one-loop order, and resum the leading loga-
rithms to all orders in perturbation theory when there
is only one large ratio of scales.

Fig. 9 illustrates the impact of applying the correction
on the right hand side of Eq. (41) in place of the ansatz

(31). For definiteness, the plot takes �E = 10MeV.
As indicated in the figure, the shifts in the radii under
this correction are a factor ⇠ 2–3 larger than those al-
lowed in Table IX, which considered corrections vary-
ing by 0.5% over beam-energy/spectrometer combina-
tions. The variation of the correction (41) over beam-
energy/spectrometer combinations (i.e., the magnitude
of a in Eq. (35)) ranges between 0.9% and 2.6%, with an
average 1.5%.

D. Final radius extractions

Q

2

max

[GeV2]

�
r
[f
m

]

FIG. 10: Statistical error on rE (bottom, red squares) and rM

(top, blue circles) as a function of Q2

max

. Solid symbols are
for the 1422 point A1 MAMI dataset, and open symbols are
for the world cross section and polarization dataset. Fits use
the z expansion with t

0

= 0, Gaussian priors with |ak|max

=
|bk|max

/µp = 5, k
max

= 12.

A global analysis combining Mainz and other world
data will artificially favor the Mainz data, as the un-
certainties associated with each cross section measure-
ment include only a small part of the total uncertainty.
Thus, we provide best fit values separately for our anal-
yses of Mainz and world data. To determine an opti-
mal Q

2

max

, Fig. 10 illustrates the statistical uncertainty
on rE and rM found using our default fit both to the
1422 point Mainz dataset and to the world dataset. For
the Mainz data, the uncertainty is minimized by tak-
ing Q

2

max

& 0.5 GeV2, with negligible improvement be-
yond this point. In order to maximize the statistical
power of the data, while minimizing potential system-
atic e↵ects in higher Q

2 data, we take for definiteness
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/µp = 5, k
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are fixed by infrared divergences whose form is dictated
by soft photon theorems [75]. Equivalently, an e↵ective
theory renormalization analysis between hard (⇠ Q) and
soft (⇠ me) scales determines the relevant Sudakov form
factor. However, in practice �E can be large compared
to me, introducing another scale into the problem, and
associated large logarithms not captured by the naive ex-
ponentiation of one-loop corrections. A complete analy-
sis is outside the scope of the present paper, but to illus-
trate the potential impact, let us consider in place of the
ansatz that makes the replacement (31) in Eq. (29), the
following expressions:
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These expressions agree with the known corrections
through one-loop order, and resum the leading loga-
rithms to all orders in perturbation theory when there
is only one large ratio of scales.

Fig. 9 illustrates the impact of applying the correction
on the right hand side of Eq. (41) in place of the ansatz

(31). For definiteness, the plot takes �E = 10MeV.
As indicated in the figure, the shifts in the radii under
this correction are a factor ⇠ 2–3 larger than those al-
lowed in Table IX, which considered corrections vary-
ing by 0.5% over beam-energy/spectrometer combina-
tions. The variation of the correction (41) over beam-
energy/spectrometer combinations (i.e., the magnitude
of a in Eq. (35)) ranges between 0.9% and 2.6%, with an
average 1.5%.
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A global analysis combining Mainz and other world
data will artificially favor the Mainz data, as the un-
certainties associated with each cross section measure-
ment include only a small part of the total uncertainty.
Thus, we provide best fit values separately for our anal-
yses of Mainz and world data. To determine an opti-
mal Q
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, Fig. 10 illustrates the statistical uncertainty
on rE and rM found using our default fit both to the
1422 point Mainz dataset and to the world dataset. For
the Mainz data, the uncertainty is minimized by tak-
ing Q
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& 0.5 GeV2, with negligible improvement be-
yond this point. In order to maximize the statistical
power of the data, while minimizing potential system-
atic e↵ects in higher Q

2 data, we take for definiteness
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Figure 3: Diagrams contributing to matching for charged WIMPs. Wavy lines are photons, zigzag
lines are W± bosons, and the inclusion of diagrams where internal photon lines are replaced by Z0

boson lines is implied.

charged WIMP annihilation, the process has a tree level contribution. Including the tree vertex with

counterterms, together with the loop diagrams of Fig. 3,
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The renormalization constant Z�
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is inherited from the electroweak symmetric Lagrangian (2) and
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are field and coupling renormalization factors for the SU(2) gauge field [77].6

Let us briefly review the renormalization for the scalar triplet. The 1PI two point functions for

6Following the conventions of [77], bare Lagrangian fields and parameters are given by (W a
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FIG. 5: E↵ective theory diagrams for soft and collinear re-
gions of photon loop momentum in the first diagram of Fig. 3.
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Logarithmically enhanced corrections beginning at or-
der ↵2L3 are not captured by a simple exponentiation
ansatz, � ! exp[(↵/⇡)�(1)]. Fig. 4 displays the total cor-
rection � at first and second order in perturbation theory,
for illustrative values E = 1GeV, �E = 5MeV.

B. E↵ective theory: matching

To understand the origin of the di↵erent contributions
in Eq. (30), and to systematically resum large logarithms
in perturbation theory, let us construct an e↵ective the-
ory to separate the physics at di↵erent energy scales. Let
us focus on the formal counting m ⇠ �E and Q2 � m2

(i.e., v · v0 � 1). Below, we consider an operator analysis
analogous to Eqs. (2) and (3). The resulting factorization
formula, valid up to O(m2/Q2) corrections, reads

d� / H

✓
Q2

µ2

◆
J

✓
m2

µ2

◆
R

✓
m2

µ2
,
p · p0
m2

◆

⇥ S

✓
�E

µ
,
p · p0
m2

,
E

m
,
E0

m

◆
(31)

The explicit matching with QED is most easily per-
formed using dimensional regularization, where dimen-
sionfull but scaleless integrals vanish. The (bare, un-
renormalized) hard function is then
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where results for F1(q2, 0, 0) through two-loop order are
given in Refs. [12, 13],
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Renormalizing in the MS scheme, we have (at nf = 1)
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The explicit renormalized hard function is
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FIG. 9: Illustrative fit with modified radiative corrections
given by Eq. (41) using �E = 10MeV. Lower and upper
dashed blue lines correspond to the plus sign and minus sign
in Eq. (41), respectively. Fits are for the 657 point rebinned
A1 MAMI dataset with 0.3–0.4% uncorrelated systematic un-
certainties using the z expansion with t

0

= 0, Gaussian priors
with |ak|max

= |bk|max

/µp = 5, k
max

= 12. Black solid lines
reproduce the curves in Fig. 6. For orientation, the dash-
dotted red line indicates the muonic hydrogen value for rE .

are fixed by infrared divergences whose form is dictated
by soft photon theorems [75]. Equivalently, an e↵ective
theory renormalization analysis between hard (⇠ Q) and
soft (⇠ me) scales determines the relevant Sudakov form
factor. However, in practice �E can be large compared
to me, introducing another scale into the problem, and
associated large logarithms not captured by the naive ex-
ponentiation of one-loop corrections. A complete analy-
sis is outside the scope of the present paper, but to illus-
trate the potential impact, let us consider in place of the
ansatz that makes the replacement (31) in Eq. (29), the
following expressions:
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These expressions agree with the known corrections
through one-loop order, and resum the leading loga-
rithms to all orders in perturbation theory when there
is only one large ratio of scales.

Fig. 9 illustrates the impact of applying the correction
on the right hand side of Eq. (41) in place of the ansatz

(31). For definiteness, the plot takes �E = 10MeV.
As indicated in the figure, the shifts in the radii under
this correction are a factor ⇠ 2–3 larger than those al-
lowed in Table IX, which considered corrections vary-
ing by 0.5% over beam-energy/spectrometer combina-
tions. The variation of the correction (41) over beam-
energy/spectrometer combinations (i.e., the magnitude
of a in Eq. (35)) ranges between 0.9% and 2.6%, with an
average 1.5%.
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. Solid symbols are
for the 1422 point A1 MAMI dataset, and open symbols are
for the world cross section and polarization dataset. Fits use
the z expansion with t
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= 0, Gaussian priors with |ak|max

=
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/µp = 5, k
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= 12.

A global analysis combining Mainz and other world
data will artificially favor the Mainz data, as the un-
certainties associated with each cross section measure-
ment include only a small part of the total uncertainty.
Thus, we provide best fit values separately for our anal-
yses of Mainz and world data. To determine an opti-
mal Q

2

max

, Fig. 10 illustrates the statistical uncertainty
on rE and rM found using our default fit both to the
1422 point Mainz dataset and to the world dataset. For
the Mainz data, the uncertainty is minimized by tak-
ing Q

2

max

& 0.5 GeV2, with negligible improvement be-
yond this point. In order to maximize the statistical
power of the data, while minimizing potential system-
atic e↵ects in higher Q

2 data, we take for definiteness
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are fixed by infrared divergences whose form is dictated
by soft photon theorems [75]. Equivalently, an e↵ective
theory renormalization analysis between hard (⇠ Q) and
soft (⇠ me) scales determines the relevant Sudakov form
factor. However, in practice �E can be large compared
to me, introducing another scale into the problem, and
associated large logarithms not captured by the naive ex-
ponentiation of one-loop corrections. A complete analy-
sis is outside the scope of the present paper, but to illus-
trate the potential impact, let us consider in place of the
ansatz that makes the replacement (31) in Eq. (29), the
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These expressions agree with the known corrections
through one-loop order, and resum the leading loga-
rithms to all orders in perturbation theory when there
is only one large ratio of scales.

Fig. 9 illustrates the impact of applying the correction
on the right hand side of Eq. (41) in place of the ansatz

(31). For definiteness, the plot takes �E = 10MeV.
As indicated in the figure, the shifts in the radii under
this correction are a factor ⇠ 2–3 larger than those al-
lowed in Table IX, which considered corrections vary-
ing by 0.5% over beam-energy/spectrometer combina-
tions. The variation of the correction (41) over beam-
energy/spectrometer combinations (i.e., the magnitude
of a in Eq. (35)) ranges between 0.9% and 2.6%, with an
average 1.5%.
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certainties associated with each cross section measure-
ment include only a small part of the total uncertainty.
Thus, we provide best fit values separately for our anal-
yses of Mainz and world data. To determine an opti-
mal Q

2

max

, Fig. 10 illustrates the statistical uncertainty
on rE and rM found using our default fit both to the
1422 point Mainz dataset and to the world dataset. For
the Mainz data, the uncertainty is minimized by tak-
ing Q

2

max

& 0.5 GeV2, with negligible improvement be-
yond this point. In order to maximize the statistical
power of the data, while minimizing potential system-
atic e↵ects in higher Q

2 data, we take for definiteness

Lee, Arrington, Hill, 1505.01489

p p

e-e-

Figure 3: Diagrams contributing to matching for charged WIMPs. Wavy lines are photons, zigzag
lines are W± bosons, and the inclusion of diagrams where internal photon lines are replaced by Z0

boson lines is implied.

charged WIMP annihilation, the process has a tree level contribution. Including the tree vertex with

counterterms, together with the loop diagrams of Fig. 3,
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The renormalization constant Z�
2

is inherited from the electroweak symmetric Lagrangian (2) and

ZW
1

, ZW
2

are field and coupling renormalization factors for the SU(2) gauge field [77].6

Let us briefly review the renormalization for the scalar triplet. The 1PI two point functions for

6Following the conventions of [77], bare Lagrangian fields and parameters are given by (W a
µ )

bare = (ZW
2 )1/2W a

µ ,

gbare2 = ZW
1 (ZW

2 )�3/2g2.
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}
potentially 

large 
uncertainty 

from radiative 
corrections

1σ

dFE

dq2
/ r2E

electric 
form factor

• QCD analysis uncovers an 
underestimated systematic

• radiative corrections important 
(being revisited)

5

Q2 [GeV2]

�

FIG. 4: Radiative correction � in static source limit for
E = 1GeV, �E = 5MeV, computed at first (bottom, black,
curve) and second (top, red, curve) in ↵.

⇥ ⇥
FIG. 5: E↵ective theory diagrams for soft and collinear re-
gions of photon loop momentum in the first diagram of Fig. 3.
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Logarithmically enhanced corrections beginning at or-
der ↵2L3 are not captured by a simple exponentiation
ansatz, � ! exp[(↵/⇡)�(1)]. Fig. 4 displays the total cor-
rection � at first and second order in perturbation theory,
for illustrative values E = 1GeV, �E = 5MeV.

B. E↵ective theory: matching

To understand the origin of the di↵erent contributions
in Eq. (30), and to systematically resum large logarithms
in perturbation theory, let us construct an e↵ective the-
ory to separate the physics at di↵erent energy scales. Let
us focus on the formal counting m ⇠ �E and Q2 � m2

(i.e., v · v0 � 1). Below, we consider an operator analysis
analogous to Eqs. (2) and (3). The resulting factorization
formula, valid up to O(m2/Q2) corrections, reads
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The explicit matching with QED is most easily per-
formed using dimensional regularization, where dimen-
sionfull but scaleless integrals vanish. The (bare, un-
renormalized) hard function is then

p
Hbare = F1(q

2, m2 = 0, �2 = 0)
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where results for F1(q2, 0, 0) through two-loop order are
given in Refs. [12, 13],
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Renormalizing in the MS scheme, we have (at nf = 1)

p
H(µ) = ZH

p
Hbare , (34)

with the renormalization constant,
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The explicit renormalized hard function is

p
H(µ) = 1 +
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• similar corrections impact νe/νμ ratios 
1st order in α

2nd order in α



1) HEP should take ownership

Neutrino-nucleus grassroots points for discussion

• critical for assessing sensitivity and establishing discovery

• HEP tools are critical (QCD analysis, radiative corrections, lattice, …)

• broader context of intensity frontier searches and measurements

2) Connections with nuclear theory and generator/modeling

• connection goes both ways 

• two paradigms

• critical to have realistic assessment of error bars from all sources
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experimental landscape: electron-proton scattering
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Dipole and z expansion yield different FA

(recall floating normalization and self-
consistent flux: different FA can yield
similar dN/dQ2 in fit range)
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FIG. 2. Best fit curves and errors propagated from deu-
terium to free-neutron cross section, for BNL1981 (top pane),
ANL1982 (middle pane) and FNAL1983 (bottom pane). Blue
(horizontal stripes) corresponds to dipole and red (vertical
stripes) to Na = 4 z expansion in Table IV.
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FIG. 3. Absolutely normalized d�n/dQ2 at E⌫ = 10 GeV for
dipole (blue) and z-expansion axial form factor central values
as in the FNAL1983 results of Fig. 1 and Fig. 2.
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FIG. 4. Data divided by best fit prediction for the Q2

distributions displayed in Fig. 1, for BNL(blue) ANL (red),
and FNAL (green).

A. Form factor scheme dependence

A test with variations of the number of free parameters
was presented in Eq. (20) of the previous section. In order
to translate other test fits into parameters that can be
compared side-by-side, we will consider in all cases the
dimensionless shape parameter defined by

ā
1

⌘ a
1

|t
0

=

¯t
0

⌘ �4(t
cut

� t̄
0

)F 0

A(t̄0) , (22)
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stripes) to Na = 4 z expansion in Table IV.
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A. Form factor scheme dependence

A test with variations of the number of free parameters
was presented in Eq. (20) of the previous section. In order
to translate other test fits into parameters that can be
compared side-by-side, we will consider in all cases the
dimensionless shape parameter defined by

ā
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The bounds are enforced with a Gaussian penalty on the
coe�cients entering the fit. We investigate fits using a
range of k

max

, other choices of t
0

, and alternatives to
Eqs. (17) and (18), which are briefly reported in Sec. IV.

B. z expansion basic fit results

Using the same datasets and constants as described
in Sec. II and summarized in Table I, we perform fits
replacing dipole axial form factor with z expansion as
in Eq. (13). We use the scheme choice (15), enforce the
sum rule constraints (16), and use the default bounds
on the coe�cients ak in Eqs. (17),(18). The results are
summarized in Table IV and displayed in Figs. 1 and 2.
The coe�cients corresponding for the fits with Na = 4
free parameters in Table IV are

[a
1

, a
2

, a
3

, a
4

]

=

8
><

>:

[2.24(10), 0.6(1.0), -5.4(2.4), 2.2(2.7)] (BNL)

[2.25(10), 0.2(0.9), -4.9(2.3), 2.7(2.7)] (ANL)

[2.02(14), -1.2(1.5), -0.7(2.9), 0.1(2.8)] (FNAL)

,

(19)

where (symmetrized) errors correspond to a change of 1.0
in the -2LL function.

Table IV summarizes z expansion fits with di↵erent
numbers of free parameters. Focusing on the first order
coe�cient,

[a
1

(BNL), a
1

(ANL), a
1

(FNAL)]

=

8
><

>:

[2.23(10), 2.23(10), 2.02(14) ] , Na = 3

[2.24(10), 2.25(10), 2.02(14) ] , Na = 4

[2.22(10), 2.25(10), 2.02(14) ] , Na = 5

. (20)

As discussed after Eq. (15), z2, z3, z4, etc., terms in the
z expansion become increasingly irrelevant, correspond-
ing to |z|

max

⌧ 1 in Table III. This is borne out by the
data, which determines a form factor with coe�cients in
Eq. (19) of order 1.0 that mostly don’t push the Gaus-
sian bounds, and a leading coe�cient in Eq. (20) that
is approximately the same regardless of whether terms
beyond order z3 are included.

The axial “charge” radius is defined via the form factor
slope at q2 = 0,

1

FA(0)

dFA

dq2

����
q2=0

⌘ 1

6
r2A . (21)

For a general scheme choice t
0

6= 0, this quantity de-
pends on all the coe�cients in the z expansion. Table IV
illustrates that rA is poorly constrained without the re-
strictive dipole assumption. We will provide a final value
for the axial radius from deuterium data after discussion
of systematic errors in the next section.

The normalization factor N
fit

is also included in Ta-
ble IV. This parameter is allowed to float without
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FIG. 1. Experimental data and best fit curves corresponding
to dipole and Na = 4 z expansion in Table IV, for BNL1981
(top pane), ANL1982 (middle pane) and FNAL1983 (bottom
pane).

bounds, but returns values consistent with the approxi-
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The bounds are enforced with a Gaussian penalty on the
coe�cients entering the fit. We investigate fits using a
range of k
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, other choices of t
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Eqs. (17) and (18), which are briefly reported in Sec. IV.
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in Sec. II and summarized in Table I, we perform fits
replacing dipole axial form factor with z expansion as
in Eq. (13). We use the scheme choice (15), enforce the
sum rule constraints (16), and use the default bounds
on the coe�cients ak in Eqs. (17),(18). The results are
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data, which determines a form factor with coe�cients in
Eq. (19) of order 1.0 that mostly don’t push the Gaus-
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is approximately the same regardless of whether terms
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FIG. 1. Experimental data and best fit curves corresponding
to dipole and Na = 4 z expansion in Table IV, for BNL1981
(top pane), ANL1982 (middle pane) and FNAL1983 (bottom
pane).

bounds, but returns values consistent with the approxi-
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Cross sections key to discoveries in the neutrino sector

Particle theory has a critical role to play     
- precision hadron physics: model-independent amplitudes, error bars

- radiative corrections: critical for control over νe/νμ ratios

- lattice QCD: completely different systematics vs. elementary targets

Important connections: other intensity frontier initiatives

- lattice QCD & baryons:  neutrinos, DM, proton radius puzzle, nEDM, …

- radiative corrections: neutrinos, g-2, proton radius puzzle, CKM, …

- interplay of nucleon amplitudes and nuclear effects: energy reconstruction 
in ν-N scattering; atmospheric bkgd. to proton decay, next generation WIMP 
searches, neutrinoless double beta decay, … 


