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NO A Experiment

Ash River, MN
810 km from Fermilab

NuMI beam at 700 kW and
Near detector underground
NuMI beam at 700 kW and
Near detector underground

Far detector on the surfaceFar detector on the surface
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Fiber 
pairs 
from 32 
cells 

Far Detector
(completed Nov. 2014)

14 kton, 896 layers,
344,000 Channels

NO A Detectors:
• Fine-grained, low-Z, highly-

active tracking calorimeters
• 11 M liters of scintillator
• -shifting fiber and APDs

Near Detector 
(completed Aug. 2014)
0.3 kton, 206 layers,

18,000 Channels

Alternating planes
(x view and y view)

3



NOvA Data Rates
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• The NOvA detectors have produced over 5PB 
of raw data since 2014
– Beam time is 0.0005 s every 1.3s. That means for 

99.99% of the time we are not recording NuMI
data with our detector.

– 10k RAW files/day (bursting to 12k!)

– 150kHz cosmic ray rate

– 5.5 PB of RAW Data Files

• Official NOvA Analysis (2015-2017)
– 20 Million Files

– 17 Billion Events

– 5.6 PB of processed events



Production Workflow
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Raw Data
(ND, FD, various 

triggers…) 

Monte Carlo Generation
(ND, FD,GENIE, cosmic, 

ROCK,..) 

Raw-to-ROOT

Fast Reco

Calibration Jobs

Reconstruction

Particle ID

Analysis ntuples



RAW
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reco
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How NOvA Gets it 
Done

*Dropbox is a local file depot, not the commercial cloud 
storage service.



FTS/Dropbox

• Dropbox(s)
– Receives files from grid nodes and detectors

– Write directories hash to evenly distribute files into 
tiered directory structure from offline/grid jobs

• FTS
– Monitors Dropbox folders for new files

– Declares new files to SAM
• Metadata Associated with the file

• Copies files into dCache persistent or tape space
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FTS/Dropbox
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How NOvA Gets it 
Done

*Dropbox is a local file depot, not the commercial cloud 
storage service.



dCache/enstore

• Distributed, multi-petabyte, scalable disk 
storage system with a single rooted file 
system providing location independent file 
access
– 1-5GBps ingress

– 10+GBps egress

– areas 
• Scratch disk (serves out grid jobs)

• Persistent disk (325TB)

• Tape-backed (enstore)

– Files are immutable

– Pseudo-infinite in size Page 12



dCache
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How NOvA Gets it 
Done

*Dropbox is a local file depot, not the commercial cloud 
storage service.



SAM

• Sequential Access via Metadata (SAM)
– File indexing according to metadata

– Cataloging the physical location

– Dataset management
• Users can create their own datasets based on metadata 

attributes they define

– Facilitating data transfer to off-site grids

– Created here at Fermilab by the Computing 
Division
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SAM

File Name
fardet_genie_fhc_swap_none_1000_r00014566_s59_
c000_v01.72_v1_20170330_145648.sim.daq.root

File Id 310534890

Create Date 2017-04-01T03:03:59+00:00

User novapro

Update Date 2017-04-03T06:48:47+00:00

Update User novapro

File Size 505573395

Checksum

Content Status good

File Type importedSimulated

File Format artroot

Group nova

Data Tier artdaq

Application nova eventmixer r17-03-09-prod3genie.c

Event Count 1000

First Event 1

Last Event 1000

Start Time 2017-04-01T01:39:05+00:00

End Time 2017-04-01T02:51:46+00:00

Data Stream out1

FCL.Version v01.72

NOVA.DetectorID fd

NOVA.HornConfig mn000z200i

NOVA.HornPolarity fhc

NOVA.Label beta

NOVA.Release R17-03-09-prod3genie.c
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SAM Draining 
Datasets

Grid jobs 
request input 

files from 
SAM draining 

dataset to 
process

Metadata is 
extracted to 

construct 
output file 

name 

ART job adds 
additional 

metadata to 
output file

Completed 
files are 

transferred to 
dropbox/FTS

SAM Draining 
dataset 
removes 

processed file 
from dataset
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SAM
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How NOvA Gets it 
Done

*Dropbox is a local file depot, not the commercial cloud 
storage service.



CVMFS

• CERN VM File System
– Software Distribution Service

• allows NOvA jobs to run on GPGrid and OSG using the 
same executables everywhere

– HTTP distribution for easy firewall traversal

– Mounted as Read Only File System

– Local caching
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How NOvA Gets it 
Done

*Dropbox is a local file depot, not the commercial cloud 
storage service.



Compute
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OpenScienceGrid (Offsite)

GPGrid (Onsite) ~17k cores



OSG
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Grids
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Management

• Shifts

• ECL

• Wiki

• Slack Channel

• Trello/Scrum board
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Shifts
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• Improved efficiency
– Shifters will check all the systems during their 

week.

– Day-to-day optimization load is centralized.

– Clearly defines the amount of time individuals are 
expected to spend on production

– Conveners distribute time in a predictable way to 
even out the workload



Electronic Collaboration 
Logbook (ECL)
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Wiki’s
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Slack
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Trello
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Conclusions

• NOvA's detectors produce large pipelines of 
data

• NOvA negotiates that datastream using 
numerous large-infrastructure tools supplied 
& supported by Fermilab and the wider HEP 
community

• Detailed resource and personnel 
management strategies have proven 
essential in smooth end-to-end simulation & 
reconstruction processing
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Backup Slides
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OSG/Offsite
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Grids
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