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Introduction to FIFE

* The Fabrlc for Frontier Experiments aims to:
—Lead the development of the computing model for non-LHC experiments
—Provide a robust, common, modular set of tools for experiments, including
-Job submission, monitoring, and management software
Data management and transfer tools
-Database and conditions monitoring
Collaboration tools such as electronic logbooks, shift schedulers

—Work closely with experiment contacts during all phases of development and

testing; standing meetings w/developers

* https://web.fnal.gov/project/FIFE/SitePages/Home.aspx
FABRIC FOR FRONTIER EXPERIMENTS
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https://web.fnal.gov/project/FIFE/SitePages/Home.aspx

A Wide Variety of Stakeholders

« At least one experiment in energy, intensity, and cosmic frontiers, studying all
physics drivers from the P5 report, uses some or all of the FIFE tools

« Experiments range from those built in 1980s to fresh proposals
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Common problems, common solutions

FIFE experiments on average are 71-2 orders of magnitude smaller than LHC
experiments; often lack sufficient expertise or time to tackle all problems, e.g.
software frameworks or job submission tools

— Also much more common to be on multiple experiments in the neutrino world

By bringing experiments under a common umbrella, can leverage each other’s
expertise and lessons learned

— Greatly simplifies life for those on multiple experiments

Common modular software framework is also available (ART, based on CMSSW)
for most experiments

Example of a common problem: large auxiliary files needed by many jobs

— Provide storage solution with a combination of dCache+CVMFS
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Common, modular services available from FIFE
« Submission to distributed computing: JobSub
— GlideinWMS frontend
« Workflow monitors, alarms, and automated job submission
« Data handling and distribution
— Sequential Access Via Metadata (SAM)
— dCache/Enstore (data caching and transfer/long-term tape storage)

— Fermilab File Transfer Service

— Intensity Frontier Data Handling Client (data transfer)
Software stack distribution via CVMFS
User authentication, proxy generation, and security
Electronic logbooks, databases, and beam information

Integration with new technologies and projects, e.g. GPUs and HEPCloud
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FIFE Experiment Data and Job volumes

Nearly 7.4 PB new data catalogued over past 6
months across all expts

Average throughput of 3.3 PB/wk through FNAL
dCache

Typically 16K concurrent running jobs; peak over 36K

Combined numbers approaching scale of LHC
(factor of 6-7 wrt ATLAS+CMS)

Volume of GB by VO
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FNAL dCache throughput by experiment, last 6 months
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Fifebatch Wall Time Per VO
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Going global with user jobs

 International collaborators can often bring additional computing resources to bear; users want

to be able to seamlessly run at all sites with unified submission command

— First International location was for NOVA at FZU in Prague. Now have expanded to JINR for NOVA;
Manchester, Lancaster, and Bern for Microboone; Imperial College, FZU, Sheffield, CERN Tier O for
DUNE/protoDUNE

» Following OSG prescription (OSG is NOT disappearing) makes it easy to have sites around the
globe communicate with a common interface, with a variety of job management systems
underneath

* Integration times as short as 1-2 weeks; all acceSS|bIe V|a standard submission tools. Record

set-up time is just 2 hours!
FIFE jobs at non-US
I sites, past 6 months

FzU/
JINR/JINR/
Lancaster
Manchester

l Bern-LHEP
I I I | I Imperial
L\ — - . I I I I Sheffield
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FIFE Monitoring of resource utilization

Extremely important to understand

performance of system Bl Landscape  Fermilab Sc'e““fcg&mp“t'”g summary 2% Farmilab

Average Number of Jobs Running Concurrently Average Slots Claimed Concurrently Total Jobs Run

Weighted slots by Experiment (includes Onsite, OSG & Cloud; a slot is the greater of cpus or memory/2GB)

Critical for responding to downtimes
and identifying inefficiencies

40000

Focused on improving the real time - | Z s o wm
monitoring of distributed jobs, | :, i i e N—
services, and user experience ﬂg I} gg’ié’#lﬁ R

mﬁ Wf% ﬁﬁ* Y ﬁ"}r’!ﬁi:f . —

Enter FIFEMON: project built on open T C o
source tools (ELK Stack, Graphrte, Percent Jobs Run Onsite Percent jobs Run on HEP Cloud Percent Jobs Run on 0SG
Grafana for visualization) 77.3% N/A 22.7%
—Access to historical information
using same toolset

Code in https://fifemon.github.io
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https://fifemon.fnal.gov/monitor/dashboard/db/fifemon-home?orgId=1
https://fifemon.github.io

Full workflow management

Now combining job submission, data management,
databases, and monitoring tools into complete workflow

management system

— Production Operations Management Service (POMS)
Can specify user-designed “campaigns” via GUI
describing job dependencies, automatic resubmission of
failed jobs, complete monitoring and progress tracking in

DB

— Visible in standard job monitoring tools

Usable for production-level
running and user analysis

REST API for data I/O

Command line tools for needed
operations

Supports POMS launching jobs,
or experimenters launching jobs
and using POMS only for tracking

Home / Campaigns

Campaigns ©

&

Active Campaigns

<previous 1days | next 1days > © 2016-09-27 17:54t0 2016-09-28 17:54

Campaign @

lariat LArIAT Raw2Digits
Nova raw2root keepup ND
Nova raw2root keepup FD
NOVA Reco Keepup FD
NOVA Reco Keepup ND

prod_daq_R16-02-11-
geniepreview.a_nd_genie_fhc_nonswap_DefaultPlusMECWithNC
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Home / Jobs by exit code

Jobs by user_exe_exit_code,name,experiment @

© 2016-09-27 17:53 to0 2016-09-28 17:53

<previous 1 days | next 1 days >

it_cod me xperiment t
al ry_generat 4
Jobs 134 cry_generation  nova 2
aiIed_By) Exit Code and Campaign Name
ast Da
& Kennet h Herner

Active Job: 17:54

'g ':)“""i"g Held  ompleted © Located © ’;'"" d
o o 0 0 0 0

o 1 0 0 o 0

0 162 0 0 0 0

0o o 0 0 0 0

o 7 0 0 o 0

o o 0 0 o 0
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Improving Productivity with Continuous Integration

Have built up a Jenkins-based
Continuous Integration system
designed for both common
software infrastructure (e.g. Art)
and experiment-specific software,
full web Ul

In addition to software builds, can
also perform physics validation
tests of new code (run specific
datasets as grid jobs and compare
to reference plots)

Supporting SL6/7, working on
OSX and Ubuntu support,
experiments free to choose any
combination of platforms
Targeted email notifications for
failures

10

Multiplatiorm continuous integration for Art

Build Hart Tima Matiorm
iyl st H016-08-24 18;2030.084410 Carwin 14.5.0
bt J016-08-24 LK; LR 5] 5 RS Carwin 14.%.0
& of puiids

A 15F
[ Aot}

Buid Typs checkoul poliProducts Eeuiid

i L &-55 e L0 nu; debiug

[=HE R B ==l TR

2016-08-24 18:19:04. 141585 Lired 2.6.30-571.26. 1006086 54  giB-s35: 210 nu: prol

Blne pladforr

2010-08-24 18; 19:04. 601685 Lirgs T.0.32-573.26,1 26,580 84 s0E-s05; 2100 i debug

I016-08-24 18;08;59, 158931
Ao 15
[Aert]

A01E-08-24 18:08:59. 008807

Parwin 14.5.0

Darwin 14.5.0

NOVA experiment’s
Cl tests

2 tests with Warning:

They are successful

BUT the Data Product are different
from the reference files

2016-08-14 18:08:45.978269 Ui 3.10.0-337.10.2 617 x86_&4

FOLL-08-24 LA DH:A5 BRRSLE Lings 1 10.5-N37. L0, 2 017 «00_&4

FOTE-08-34 180000031544 Lifee 28 50078 35, 1 it aff_&4 a5 010 debus

2006-08-24 18:00:49. 544 189 L 2.6.33-571.26.1.006.586 &4  $i¥6-335:210:prof

dia-aX5oeliprad
ELE-E15 5010 dabug
sifT-235 10 prof

sET-w 15 e 10 oebug

Phase: ci_tests

Elm;mf

Staried 2016-08-24 18:04:34.519615

L gl calib fd regression test novasoft

L] gl ealib nd regression test novasoft

o gl raw2root fd t00 regression test novasoft

® gl raw2root fd t02 regression test novasoft

L ¢l raw2rooct nd t00 regression test nowvasoft

L gl rawzroot nd t02 regression test novasoft

gl reco fd regression test novasoft

gi reco nd regression test novasoft

Finished 2016-08-24 18:08:58.84 1589
exit coda: 3
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Access to High Performance Computing

11

Clear push from DOE to use more HPC resources (supercomputers)
Somewhat of a different paradigm, but current workflows can be adapted
Resources typically require an allocation to access them

FIFE can help experiment link allocations to existing job submission tools

Looks like just another site to the job, but shields user from complexity of gaining
access

Successfully integrated with NOvA at Ohio Supercomputlng Center, MINOS+ at
Texas Advanced Computing Center — | =
Mu2e experiment now testing at NERSC (via HEPCloud) MW

Photo by Roy Kaltschmidt, LBNL
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Access to GPU Resources

» Lots of (justified) excitement about GPUs; heard quite a bit already this

week
« Currently no standardized way to access resources
 FIFE now developing such a standard interface within the existing
job submission system
— Uses a GPU discovery tool from OSG to characterize the system (GPU type,

CUDA/OpenCL version, driver info, etc.)
— Advertises GPU capabilities in a standard way across sites; users can

simply add required capabilities to their job requirements (I need GPU Type X,
| need CUDA > 1.23, etc.) System will match jobs and slots accordingly.

— Working at two OSG sites: Nebraska Omaha and Syracuse

Rolling out to experiments over the next several weeks

Starting discussions with non-FIFE experiments (LHC) about trying

to speak a common language as much as possible in this new area

[ U %

NN
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FIFE Plans for the future

« Containers (Docker, Singularity, etc.) becoming more important in increasingly
heterogeneous environments (including GPU machines). Help shepherd users
through this process and create some common containers for them

» Help define the overall computing model of the future (see HEPCloud talk), guide

experiments

— Seamlessly integrate dedicated, opportunistic, HPC, and commercial computing resources
— Usher in easy access to GPU resources for those experiments interested

* Lower barriers to accessing computing elements around the world in

multiple architectures
— Help to connect experimenters and computing professionals to drive experiment SW
to increased multithreading and smaller memory per core footprints
- Federated identity management (reduced access barriers for international partners)
» Augment data management tools (SAM) to also allow a "jobs to the data" model

« Scale up and improve Ul to existing services
2= Fermilab
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Summary

* FIFE providing access to world class computing to help accomplish world-

class science
— FIFE Project aims to provide common, modular tools useful for the full range
of HEP computing tasks
— Stakeholders in all areas of HEP; wide range of maturity in experiments
— Experiments, datasets, and tools are not limited to Fermilab

* Overall scale now approaching LHC experiments; plan to heavily
leverage opportunistic resources

* Now providing full Workflow Manager, functionality not limited to Fermilab
resources

* Work hand-in-hand with experiments and service providers to move into

new computing models via HEPCloud ;‘FE

http://fife.fnal.gov/ FABRIC FOR FRONTIER EXPERINENTS
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http://fife.fnal.gov/

Backup
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Additional Reading and Documentation

https://fermipoint.fnal.gov/project/FIFE/SitePages/Home.aspx
https://cdcvs.fhal.gov/redmine/projects/fife/wiki/Wiki
https://cdcvs.fnal.gov/redmine/projects/fife/wiki/Introduction to FIFE and Component Services

https://cdcvs.fnal.gov/redmine/projects/fife/wiki/Advanced Computing

https://cdcvs.fhal.gov/redmine/projects/jobsub/wiki#Client-User-Guide

https://cdcvs.fhal.gov/redmine/projects/ifdhc/wiki

https://cdcvs.fnal.gov/redmine/projects/sam-main
https://fifemon.github.io/
https://cdcvs.fnal.gov/redmine/projects/prod mgmt db

https://pomsgpvm01.fnal.sov/poms/

16
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Selected results enabled by the FIFE Tools
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NOVA - full integration of FIFE Services

* File Transfer Service stored
over 6.5 PB of NOVA data in
dCache and Enstore

« SAM Catalog contains more
than 41 million files

* Helped develop SAM4Users
as lightweight catalog

Current RW dCache
(used = 2,829 TB, available = 3,320 TB)

DUNE, 30 Seaquest, 13
Minos, 55 ofier, 3
Holometer, lESi\

N’

500,000

00,000 =

700,000 =

600,000 =

500,000 =

400,000 =

300,000 =

200,000 =

100,000

I FZU_NOVA
B QT CM5_T28
[ BNL_ATLAS 1
[ UCSDT28
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Hours Spent on Jobs By Facility
26 Weeks from Week 05 of 2016 to Week 31 of 2016
T T T

Non-FNAL

LIamssrv272.fnal.gov EGLOW-05G M 5U-0G-CEL 5 3U-0G-CE

[CaT_cMs_ T2 MNebraska-HCC [IBNL_ATLAS 2

[ ed-gateway? W UCSDT2-C [ red-gatewa vl

Maximum: 825,452 , Minimum: 2,031 , Average: 226,518 , Current: 2,031

Jan 2016 - NOvA published first papers

on oscillation measurements

avg 12K CPU hours/day on remote
resources

> 500 CPU cores opportunistic

FIFE group enabled access to remote
resources and helped configure software

stack to operate on remote sites

|dentified inefficient workflows and
helped analyzers optimize

8/3/17
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& [ MWT2_CE_UIUC
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Overview of Experiment Computing Operations
i = [ cor | oous [ 00 [ oue | uwar | iz [ wwios [ wiosonte [ wzs [ o [ sou0 [ swavet ] 02

- Landscape MicroBooNE Computing Summary # Fermilab

Average Jobs Running Concurrently Total Jobs Run Average Time Spent Waiting in Queue (Production)
-
1042 168855 25.6 min
Running Batch Jobs Queued Production Jobs by Wait Time

6000 15000
5000

4000 10000
3000

2000 5000
1000

0 0 s ! B .
5/2 5/3 5/4 B/5 5/6 5/7 5/8 5/2 5/3 5/4 5/5 5/6 5/7 5/8
== Production Onsite == User Onsite == Allocation == Production OSG User OSG = > 7 days == 2-7 days == 24-48 hours == 8-24 hours == 4-8 hours == 1-4 hours
== < 1 hour new

quickly understand the usage pattern for the last week of each
experiment and collectively get a picture of distributed computing
operations for the FIFE experiments
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Detailed profiling of experiment operations

20
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65 0
5/8 5/8 5/8
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== /nova/ana /nova/app
/nova/data == /nova/prod

5/8 5/8 5/8
06:00 08:00 10:00
== NFS WAN XRootD

== default == moverQueue
== regular == restoreQueue

= storeQueue

Percentage of Group Quota Used

5/8 5/8 5/8
06:00 08:00 10:00
== /grid/app /grid/data
/grid/fermiapp

Monitor usage of slow moving resources so that projections
can be made for projecting future need and limitations

Ken Herner | FIFE: Computing for Experiments
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Monitoring of jobs and experimental dashboards

cluster: fifebatch~ user: uboonepro ~

28 Job Cluster Summary 88 User Efficiency Details a8 Why Are My Jobs Held? 28 Why Isn't My Job Running?

Recent Jobs Started Recent Jobs Submitted
800 == Started igg == Submitted
600 Min: 0 o Min: 0
400 ‘ ’ ‘ Max: 625 200 Max: 442
woer % (. e
0 | .||I||||."||| s || | |||I|||"||"|II. |‘ || ||”|||||‘H|||||H"l"”l||I||”“ll"”"llllllﬂl.h| Total: 21.066 K 0 | |||III..I|| ||||.|LIII|| ...Ih Il |.I|I||||||I||”Ill"aII|..i|II[IIIII..|||II|I||I|||I|| ||1|| Total: 16.653 K
5/514:00 5/516:00 5/518:00 5/520:00 5/522:00 5/5614:00 5/516:00 5/518:00 5/520:00 5/522:00
Job Summary Efficiency by Experiment
15K 37.0 Mil 100
36.0 Mil 80 =
10K v
35.0 Mil 60 | W\~ Y
34.0 Mil 40
6K
33.0 Mil 20
0 32.0 Mil 0
5/5 14:00 5/5 16:00 5/5 18:00 5/5 20:00 5/5 22:00 5/5 14:00 5/5 16:00 5/5 18:00 5/5 20:00 5/5 22:00
== Running Current: 1.13 K Idle Current: 721 Held Current: 0 == Qverall uboone

== Priority Current: 33.195 Mil

Monitoring for individual users to track their distributed computing
workflows and understand their resource allocation and needs
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Monitoring of jobs and experiment dashboards

22

25K

20K

15K

1.0K

500

== Fermigrid == Fermigridosg1

Filter: gldle

Cluster

6402079

6405561

6415746

6415752

Onsite Jobs Offsite Jobs
1.0K 50K

800 40K

600 3.0K

400 20K

200 1.0K

25K

5/5 14:00 5/516:00 5/5 18:00 5/5 20:00 5/6 22:00 5/5 14:00 5/6 16:00 5/5 18:00 5/5 20:00 5/5 22:00

== FNAL == GPGrid == [dle == BNL == Caltech == Clemson == Cornell == FNAL_HEPCLOUD == FZU

== Hyak CE == MIT == MWT2 == Michigan == Nebraska == NotreDame == OSC

== Omaha == SMU == SMU_HPC SU-OG TTU == UCSD UChicago
== USCMS-FNAL-WC1 == Wisconsin == unknown = |dle
Current Jobs
@Running (THeld l query
| R H Submit Time/Command Memory (MB) Disk (MB) Time (hr) Max Eff. Starts
2016-05-03T11:43:57.000Z 2024 / 2500 1209 / 4000 60/4 47.2% 4
273 548 O
tghosh-prod_artdaq_R16-02-11-prod2genie.a_nd_genie_fluxswap_nogenierw_fhc_nova_v08_full_v1-20160503_1139.sh_20160503_114357_17396_0_1_wrap.sh
2016-05-03T15:17:10.000Z 2030 / 2500 1453 / 4000 56/4 46.8% 3
360 649 O
tghosh-prod_artdaq_R16-02-11-prod2genie.a_nd_genie_fluxswap_nogenierw_fhc_nova_v08_full_v1-20160503_1139_1.sh_20160503_151710_568018_0_1_wrap.sh
2016-05-04T00:10:32.000Z 0/ 3500 0/10240 0/3 e 0
il 0 0
vito-vito-calib-OffsiteProbe-BNL-3500-S15-11-06-neardet-unknown-20160504_0010.sh_20160504_001032_2095943_0_1_wrap.sh
2016-05-04T00:11:12.000Z 0/ 2500 0/ 10240 0/3 e 0
1 0 0

vito-vito-calib-OffsiteProbe-Cornell-2500-S15-11-06-neardet-unknown-20160504_0011.sh_20160504_001112_2096778_0_1_wrap.sh
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Monitoring at user level

23

Users have access to their
own page, including special
page with details of held
jobs

40 - B8 User Batch Details - © B e
cluster: fifebatch +  user: ubooNepro ~
Recent dobs Started
=
s
: | i
. |H! aahwiaead el S0 .|.H"..|1I‘ A AT, .\.,I"I..I\.l..“\.h. e Ll
Job Summary
| | || |
| \’ I H | | ~ I
it
e - - - - -
Onsite Jobs
w
o
“2m o 1800 1w 2010 o0 @0 )
AL G

23 obs In 22 clusters.
Fier  --nofiter— 5

Cluster

140115450 tebatch2.fnal.gov

109163208 ffebatch1 fnal.gov

10916331@ftebatch1.fnal.gov

109167228 ebatoh1.fnal.gov
16848 febatch fna,

10916887@febatch1.fn

What is the hold reason?

—sumea ®
“ ‘ [
vax 18
agz
N HI‘..l.H AT \l...\.. Il Tomies gl bty
1kl
i I | I I s
o o
— prcey Gunt0 — Oveat = utoana
PR
s os
o o
w0 ™) om0 1200 um
—ue — by CE — Lancaser

Gurrent Job Clusters 7

" Subrt Time
Mon Oct 100522 0700
° 0c02-1ec0_outextunbiased-v05_08_00_02.sh 20161010_072239_2395513_0_1_wrap.sh
Mon 0ct 100828 0700
¢ 18601-180_outextnumi-05_08_00_02.sh 20161010_103710_3886384_0_1_wrap sh
Mon Oct 100853 0700
o
et i .0 .00 518101057 0850,
Mon Oct 100031 0700
¢ ‘swizzle-swizzie_trigger_sireams-v05_08_00_03.sh_20161010_113100_4034021.0.1_wrap.sh
) Mon Oct1006:41 0700
) Mon Oct 100054 0100

swize-swzz tioge sveams ¥05.08.00,03 20161010.116439_ 4099844 0.1 wraoah

General Tips

22 Job Cluster Summary

1690

Memory (MB)

74712000

12692000

12842000

1458/ 4000

672000

1500/ 4000

You can see this on your User Batch Details page, in the table below (select your username from the dropdown above), or by running:

jobsub_gq --hold --user=<your username>

o SYSTEM_PERIODIC_HOLD

This means your job exceeded requested resources.

jobid

1397.0@fife-jobsub-dev01.fnal.gov
1394.0@fife-jobsub-dev01.fnal.gov
1396.0@fife-jobsub-dev01.fnal.gov
1395.0@fife-jobsub-dev01.fnal.gov

1392.0@fife-jobsub-dev01.fnal.gov

hold_date ~

2016-10-06 10:00:43
2016-10-06 10:00:43
2016-10-06 10:00:42
2016-10-06 10:00:42

2016-10-06 10:00:42

HELD JOBS
Held Jobs
HoldReasonCode HoldReasonSubcode
26 8
26 8
26 8
26 8
26 8

1500

< zoomou > O Last24 hours

82 User Batch History 38 User Eficiency Details 28 User Overview 52 Why Are My Jobs Held? 32 Why Isn't My Job Running?

Recent Jobs Submitted

ul .|f,...|| oo )

[ P
w0

Efficiency by Experiment

Offsite Jobs

2000 200 o0 a0 o0 o6 ceo0 100

~MWT2 — Manchester — Nebraska — Omaha = SU-0G = TTU = UCHeago — UNIBE-LHEP — USCMS-FNALWCT — WIZ — inknown

Disk (MB) Time () MaxE, stants
o/34t60 624 a7.1% '
0734160 sz w26% 1
0734160 326 a77% '
o/34180 2/8 6o% '
o/34160 22 00% '
0734160 278 29% '

HoldReason

SYSTEM_PERIODIC_HOLD Run Time/limit 3607/3600
SYSTEM_PERIODIC_HOLD Run Time/limit 3608/3600
SYSTEM_PERIODIC_HOLD Run Time/limit 3606/3600
SYSTEM_PERIODIC_HOLD Run Time/limit 3606/3600

SYSTEM_PERIODIC_HOLD Run Time/limit 3607/3600
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Automated Alerts with FIFEMON

% Total Slots & Demand

25K ! | ! e 25K
Automated notifications 0K f ! — =
for things like idle slot - TN | I | ek N Y s N "
: e . ] | | T 8 :
counts, disk utilization can \ 5 | (N A o oK
go to email, Slack, ok N N L b~ | | 5 K
websites, to both 5K A : . 4 5 0
. 731 16:00 73120000 841 00:00 S B X G ) S 81 20:00 820000 B/204:00 B/208:00 B/212:00
sysadmins and 7 ¥ ALERTING
. == Total Slots |die |obs
experimenters Total Slots=7558.208000000348, Idle
Jobs=1466.8333333333333 ycle

¥ DUNE Persistent dCache Warning
96%

95% A ...__..E.......... T ————— i =ik = - - .,:._E:_._
94%
93%

92%
915 -
. ' 7725 00:00 7125 12:00 7126 00:00 7026 12:00 7127 00:00 7127 12:00
% ALERTING
dune=95.06588756969056
e v e
o€ =
2 Fermilab
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Processing Data with SAM Projects and jobs

When processing data with SAM, one:

 Defines a dataset containing the files you want to process

 Start a SAM “Project” to hand them out

« Start one or more jobs which register as “Consumers” of the Project,
including their location.

» Consumer Jobs then request files from the project, process them,
and request another file, etc.

* Projects can prestage data while handing out data already on disk,
and refer consumers to the “nearest” replica.

» Generally output is copied to an FFTS dropbox for production work,
or to a user’s personal disk area.

* Thus the data is sent to the job, not the other way around

 However projects have limits; only so much at one submission.

2= Fermilab
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- Landscape
Monitoring Service
. FIFEMon

JobSub
Server

FIFE Architecture

\ JobSub
\ Client
ety

GlideinWMS Factory Node

GlideinWMS
VO Frontend Factory +

HTCondor-G

VO Frontend Node

apoN Janiag qnsqor

schedd

HTCondor Node
Site Security Services

VOMS + GUMS

HTCondor Central Manager

LEGEND

FIFE-FTS Node Job Submission

Tape Storage
Pilot Submission
*J) - ¢ Data Transfer

Monitoring data gathering

IF Beam Web

OdH/81E pno|D d3H/PHD

Provide a modular architecture: experiments do not need to take all
services. Can insert experiment-specific services as well (e.g. dedicated
local SEs or local lab/university clusters)

26 Ken Herner | FIFE: Computing for Experiments 8/3/17
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Mu2e Beam Simulations Campalgn

cility

urs Spent on Jol

‘-ﬂ

600,000

Almost no input files

450,000

Heavy CPU usage Bl
300,000 . - - L | -
<100 MB output per job 1t
Ran > 20M CPU-hours - B
I n u n e r m O n S ¢ 2015/10/02 2015/10/04 2015/10/06 2015/10/08
Avg 8000 simultaneous NG T W e S
gred-eatewayl g NAL.GPGRID_OPP_3 .tjvsci"f{s:;”m‘ g Nebrasia g NAL_GPCRID_QUOTA3  p PNAL_GPGRID_2
. 169,506) 162,287) 111,945) 102,724) 71,719)
ross > 15
JO bS aC I?:!gg;;mws B MIT_CMS (32,220) .Ue(;fg;g) e EMWT2 (8,172)  EMWT2_CE_IU (7,909) .;\;%'r?zéce,uc
remote sites I mones o as

Maximum: 538,258.64, Minimum: 133,670.27, Average: 337,457.77, Current: 368,177.02

Usage as high as 20,000 simultaneous jobs and 500,000 CPU
hours in one day — peaked usage 1% wk Oct 2015

Achieved stretch goal for processing 24 times live-time data for 3
most important backgrounds

Total cost to Mu2e for these resources: $0

2= Fermilab
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Job Submission and management architecture

Common infrastructure is the system: one GlideInWMS pool, 2 schedds, frontend,
collectors, etc.

Users interface with system via “jobsub”: middleware that provides a common tool across all
experiments; shields user from intricacies of Condor

— Simple matter of a command-line option to steer jobs to different sites
Common monitoring provided by FIFEMON tools
— Now also helps users to understand why jobs aren’t running
Automatic enforcement of memory, disk, and run time requests (jobs held if they exceed their request)

. User

o FNAL GPGrid
2 Jobsub client Jobsub server \
_J Condor schedds

. OSG Sites
_ GlideinWMS pool
GlideinWMS frontend
Condor negotiator AWS/HEPCloud

2= Fermilab
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Simplifying 1/0 with IFDH

* File I/0O is a complex problem (Best place to read? What protocol?
Best place to send output?)

* Intensity Frontier Data Handling client developed as common
wrapper around standard data movement tools; shield user from
site-specific requirements and choosing transfer protocols

* Nearly a drop-in replacement for cp, rm, etc., but also extensive
features to interface with SAM (can fetch files directly from SAM
project, etc.)

* Supports a wide variety of protocols (including xrootd); automatically
chooses best protocol depending on host machine, source location,

and destination (can override if desired)
— Backend behavior can be changed or new protocols added in completely
transparent ways

2= Fermilab
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Data management: SAM and FTS

SAM originally developed for CDF and DO; many FNAL experiments
now using it

A File metadata/provenance catalog

* A File replica catalog (data need not be at Fermilab)

» Allows metadata query-based “dataset” creation

* An optimized file delivery system (command-line, C++, Python APIs

available)
* Originally a Oracle backend; now PostrgreSQL

« Communication via CORBA for CDF/DO0; now via http for everyone
— Eliminates need to worry about opening ports for communication with
server in nearly all cases

2= Fermilab
30 Ken Herner | FIFE: Computing for Experiments 8/3/17



Data management: SAM and FTS (2)

Fermilab File Transfer Service

» Watches one or more dropboxes for new files

» Can extract metadata from files and declare to SAM, or handle files
already declared

» Copies files to one or more destinations based on file metadata
and/or dropbox used, register locations w/SAM

« Can automatically clean dropboxes, usually N days after files are on
tape

 Does not have to run at Fermilab, nor do source or destination
have to be at Fermilab

31 Ken Herner | FIFE: Computing for Experiments 8/3/17
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Cl Existing Plans

Fermilab has already applied the Continuous Integration practice to the LArSoft-based experiments.
Experiments on-boarded in Lar Cl are: MicroBooNE, DUNE, LArlIAT and ArgoNeuT.

Because of the given justification, the CI project plan is to apply the Continuous Integration development

practice to all IF experiments at Fermilab:
— Extend Lar-Cl practice to other no-LArSoft based experiments
— Add additional features to the existing LAr-Cl
— Improve performance like: speed the response time of the DB/ schema changes (it requires some code and dataflow
analysis to optimize the queries, it may need some DB model changes ... suspect scalability issue), create dynamic
plots ....
— Provide documentation to “facilitate” the use of the Cl practice among the experiments.

See Cl redmine:
https://cdcvs.fnal.gov/redmine/projects/Ci | o iceons

learned
*Modify as necessary g8

sEstablish a baselime
sidentify priorities
oSt improvement
goals and standards

Apply the The Plan Do Check Act (PDCA)
cycle: work together with the experiments
to define needs and priorities

and receive feedback.

s onibor and
measure

=Find and fix
=Document results

simplement actions

s Plans to achiewe
gEoals

Fermilab
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https://cdcvs.fnal.gov/redmine/projects/ci

Monitoring in the Cl system - NOVA

ci_callb_regression_test novasoft on ELG
Build nova_ci_beta/121
Trigger: trigger script by
vito@novagpvmlz.fnal.gov

Failed
SlcEess
Test ci_calib_regression_test_novasoft Usage History
60 —+— Scaled
= CPU
T “ense — Hp H B
45 (Kvaxs... Statistics from the NOvA CI Calibration
. A 5 —— Max RSS
30 S - - — (10s of Test
kb
16 —— Elapsed
Time (s..
]
12:00 A 12:00 FM 12:00 AM 12:00 FM 12:00 AM 12:00 P 12:00 AM 12:00 P
build for ELE
Build nova_ci_beta/121, Trigger:
Test: ci_calib_regression_test_novasoft . @tngger scr;_pzt Py |
vito@novagpvml1lz fnal.gov
on ELES
status:
| stdout Success
stderr . . .
Stage build Runtime History
Registered 2016-06-10 16: 20: 27. 459562 1,600 Wall
Started 2016-06-10 16:20: 27. 832907 Clock
exitcode o 1,200 T 1 T : : 1 } ! Time
rusage_user_cpu 10.110000 A iA —/\ (seconds)
rusage_scaled_user_cpu 45.S086807 209 “
rusage_system_cpu D.65610000 A00
rusage_scaled svystem cpu 2. BOG0O37 I
rusage_elapsed 28. 090000 0 h
E o 28. 000000 12:00 AR 12:00 PM 12:00 AM 12:00 P 12:00 AM 12:00 PM 12:00 AM 12:00 PM
rusage_avgtext 0.000000
rusage_avagdata 0. 000000
rusage_maxrss 262256. 000000 .
rusage_inputs 55368, 000000 Phase: build
rusage_outputs 1424 . 00O0OD L, . . . . . .
TR e e build  Found an issue in the reco processing stage and in a commit of the NOvVA code from
. Started 2016-06-10 16:04:33.750408
rusage_minor_faults SO025. 000000 a user (Contacted and Solved)
rfusage _swaps ©.006e00 Finished 2016-06-10 16:19:51.991650
valerrs o} exit code: 0
sSuccess Trus

Finished 2016-05-10 16:20:5&. 7TES274
exit code: @.0

. =
3¢ Fermilab
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Monitoring in the Cl system - MicroBooNE

 Memory usage history plot: uboonecode geant4 stage as an example.

Cl regression test in production
for uboonecode

Memory usage in one event

uboonecode switches
from CRY to CORSIKA

ec B, 2015 20, 2016 Jan 3, 2016 Jan 17, 2016 ab 2016

Mar 2016 / May 2016

uboonecode test including the work
of the memory profiling “task force”

» Using CORSIKA as cosmic shower generator, memory usage goes from ~2Gb to ~3.5Gb.
« After the intervention of a memory profiling “task force” the memory usage went down to ~1.2Gb.

34 Ken Herner | FIFE: Computing for Experiments
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-+ POMS

Dashboard

Calendar

Requests

DB Admin

Campaigns

POMS: Example Campaign Info

Campaign uBooNE Electron Lifetime

Campaign

Mame: uBooME Electron Lifetime
Experiment: uboone

Dataset: none

Software Version: vO5_08_00_03

Created: 2016-08-05 17:42:27.4561118-05:00
Creator: vito@fnal.gov

WO Role: Production

Param Owerrides: [["--configfile ""ConfigFiles/Config_ElectronlLifetime_test.cfg"]]
cs_split_type: None

cs_split_dimensions: None

cs_last_split: None

Active: True

Campaign Definition

MName: uBooMNE Electron Lefetime
Creator: vito@fnal.gov
Created: 20146-08-05 17:49:08.688%918-05:00

Input Files Per Job: O
QOutput Files Per Job: O
QOutput File Patterns: SwizRecolLifetime_hist_%

Tags

o

Recent Launch Outputs

20160824_161120
20160824_141115
20150824_121133
20160824_101132

Ken Herner | FIFE: Computing for Experiments

Actions

bl Job Effi
EH

Day

= Submission Tim 5
B Campaign Submission Files
~Ff Launch Campaign Jobs Mow
i obs for Campaign

B Schedule Future Job Launches

Launch Script: fuboone/app/home/uboonepro/KeepUp/ProductionkeepUp_uBooME.sh
Definition Parameters: [["--confighile ","ConfigFiles,/Config_ElectronLifetime.cfg"]]

Launch Template

MName: uboone template
Launch Host: uboonegpvmO7.fnal.gowv
Launch Account: uboonepro

I annech Satuin: arbha |l annech Temnlate
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POMS Project - SPPM Mee

POMS: Example of Troubleshooting

Jobs by user_exe_exit_code,node_name,experiment &

@ 2016-08-23 19:01 to 2016-08-24 19:01

=previous 1 days | next 1 days =

s

node_name user_exe_sexit_code x

user_exe_exit_code

node_name

fnpc8001.fnal.gowv

fnpc 7015 fnal.gov

fnpc8002.fnal.gowv

fnpc 7002 . fnal.gov

fnpc3274.fnal.gov

acas13?6.usatlas.bnl.gowv

fnpc3284.fnal.gowv

fnpc20&6da.fnal.gov

fnpcd217.fnal.gowv

fnpc2l12éa.fnal.gov

experiment

experiment

uboone

uboone

uboone

uboone

uboone

Mmova

uboone

uboone

uboone

uboone

:

count
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