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Flavor Mixing in the Charm Sector
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• Mass eigenstates ≠ flavor eigenstates

• Assuming CPT conservation, |p|2+|q|2=1

• Convention choice: D1 is CP-even state, CP |D0〉 = + |D̅0〉

|D1,2� = p|D0�± q|D0�

• Long-distance 
contributions, dominant 
but affected by large 
theory uncertainties

• short-distance 
contributions, GIM and 
CKM suppressed in SM
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• Mixing parameters

x =
m1 −m2

ΓD
, y =

Γ1 − Γ2

2ΓD

• Definitions:          and Γ1,2 are mass and 
width of |D1,2〉  and ΓD=(Γ1+Γ2)/2

m1,2



Riccardo Cenci DPF 2017, Fermilab, Chicago, Aug 3, 2017 

CP Violation in the Charm Sector
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CPV in mixing

CPV in the interference

Af
D =

|Af/Af |2 − |Af/Af |2

|Af/Af |2 + |Af/Af |2

λf =
q

p

Af

Af
=
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q

p
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���� exp[i(δf + φf )]

AM =
R2

M −R−2
M

R2
M +R−2

M

, RM =
q

p

strong +weak phase

• need at least amplitudes with different strong and weak phases. Some 
observables:

|Af | �= |Af |

ACP (f) =
|Af |2 − |Af |2

|Af |2 + |Af |2

RM =

����
q

p

���� �= 1 or

φf �= 0
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Figure 196: Two-dimensional contours for parameters (x, y) (top) and (|q/p|,φ) (bottom),
allowing for CPV .

308

• D0 mixing experimentally well 
established: very slow rate x,y < 1%; 
SM predictions affected by large 
uncertainties ~ O(10-2-10-7)

• CPV not yet observed in the charm 
sector. SM expectations are of the order 
of 10−3 or less

• Experimental goals:

• Improve precision (also for single 
asymmetries)

• Measure single asymmetries in more 
decay channels 
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Experimental Status
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791 fb-1

No Mixing

HFAG 2016 arXiv:1612.07233

+ No CPV
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•All c species produced in pp 
collisions with very large cross-
section: (pp➝cc)~11 mb at 13 TeV

•Produced ∼5x1012 D0 and ∼2x1012 
D∗+ mesons in Run1 data (3 fb-1) 
at L	
= 4x1032 cm–2s–1, about factor 
of 30 larger than samples collected 
by past experiments

•Run2 “effective” charm statistics 
is already like Run1, due to 
increased cross-section and 
improved trigger

DPF 2017, Fermilab, Chicago, Aug 3, 2017 

Charm Physics at LHCb

5

791 fb-1

LHCb-CONF-2016-005
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CPV in D0 ➝ h+h- (1)
• Due to slow mixing rate of charm mesons (x,y~10-2) the time-dependent asymmetry 

is approximated at first order as the sum of two terms:
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[PRL 118 (2017) 261803]Time-dependent CPV in D0!h+h!  
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Because of the slow mixing rate of charm mesons (x,y~10-2) the time-dependent asymmetry is 
approximated at first order as the sum of two terms: 

arXiv:1702.06490 [hep-ex]. Submitted to PRL.
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defined as the asymmetry 
between effective lifetimes 

AΓ ≈ −Aind
CP

CPV in the mixing |q/p|  ≠ 1 CPV in the interference !f " 0,# 

Full Run 1 data sample (3fb-1).  
D0 flavor inferred with strong D*+→D0#+ decay.

Neglecting subleading amplitudes A$ is 
independent of the final state f. Furthermore, in 
the absence of CP violation in mixing, it can be 
found that A$ = !x sin! —> |A$|%|x|<5x10-3.

MagDown 2012 MagDown 2012

Subsample D0→ K−π+ D0→ K+K− D0→ π+π−

2011 MagUp 10.7 1.2 0.4
2011 MagDown 15.5 1.7 0.5
2012 MagUp 30.0 3.3 1.0
2012 MagDown 31.3 3.4 1.1
Total 87.5 9.6 3.0

[106]
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[106]

• Neglecting subleading amplitudes, ACP
dir vanishes 

and AΓ is independent of the final state. If no CPV 
in mixing, AΓ = -x sin(φ) -> |AΓ| < |x| < 5x10-3

• Goal is measure the time-dependent asymmetry
• D0 flavor inferred with strong D*+→D0π+ decay

MagDown 2012

Run1 (3fb-1)
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CPV in D0 ➝ h+h- (2)
• D0->Kπ mode used as high-statistics 

control sample where expected CPV 
is below current sensitivity

• D0 reconstruction asymmetries are 
corrected using D0-D0 yield 
asymmetries in equally-populated bins 
of decay time

• Additional soft-pion detection 
asymmetries are corrected re-
weighting the candidates using a 3D 
distribution (curvature in the bending 
plane, θx, θy)

• Main systematic: contribution from 
secondaries (D0 from B decays) 
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Figure 2: (Left) Sum and (right) asymmetry of distributions of positive and negative soft pions
in the (k, qsθx) plane for the 2011 MagUp D0→ K−π+ subsample, after integration over θy.

contamination from D∗+ mesons produced in b-hadron decays. This contribution to the

measured asymmetry is described with the expression

A(t) = (1− fsec(t))Aprompt(t) + fsec(t)Asec(t),

where Aprompt(t) and Asec(t) are the asymmetries for prompt and secondary components,

and fsec(t) is the fraction of secondary decays in the sample at decay time t. This fraction
is estimated from a simulation-based model calibrated by the yield of secondary decays in

data, obtained at high values of t from fits to the χ2
IP(D

0) distribution, while Asec(t) is
obtained from a data sample with ln(χ2

IP(D
0)) > 4. From these estimates, the maximum

effect of the contamination of secondary decays is assessed as δAKK
Γ = 0.08× 10−3 and

δAππ
Γ = 0.12×10−3, accounting for the uncertainty due to the determination of Asec(t) and

fsec(t), and for the possible contribution of non-zero values of AKK
Γ and Aππ

Γ [18]. These

effects are much smaller than the statistical uncertainties, and are assigned as systematic

uncertainties.

Many other effects have been examined as potential sources of systematic uncertainty.

The uncertainty on the random pion background subtraction has been evaluated from the

measured asymmetry of the background and its variation across the mass range surrounding

the signal peak in the ∆m distribution, yielding an uncertainty of δAΓ = 0.01× 10−3 for

both modes. The effect of approximating the continuous, three-dimensional (k, qsθx, θy)
asymmetry correction with a discrete function has been estimated by repeating the

extraction of AΓ in the K−π+ control sample with twice or half the number of bins,

which leads to an uncertainty of 0.02 × 10−3 for both decay modes. An additional

uncertainty in the K+K− mode due to the presence of a peaking background from real

D∗+ → D0π+ decays with the D0 meson decaying into other final states has been evaluated

as δAKK
Γ = 0.05 × 10−3, based on a study of the sidebands of the D0 candidate mass

distribution. Other possible sources of systematic uncertainty, including the resolution of

the decay-time measurement, are found to be negligible.

The final results, obtained from the weighted average of the values separately extracted

from time-dependent fits of each subsample (Fig. 1), are AΓ(K+K−) = (−0.30± 0.32±
0.10)× 10−3 and AΓ(π+π−) = (0.46± 0.58± 0.12)× 10−3, where the first uncertainty is

statistical and the second is systematic. Time-dependent asymmetries averaged over the
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Figure 1: Results from AΓ fits in each subsample, before (solid red squares) and after (empty
black dots) the asymmetry correction. Fit qualities (χ2/number of degrees of freedom) are also
reported to the right of each graph. The weighted average of the four AΓ values is indicated
before (red hatched band) and after (black hatched band) the correction. The numerical values
for the averages are AΓ(K−π+) = (0.41± 0.10)× 10−3, AΓ(K+K−) = (0.93± 0.31)× 10−3 and
AΓ(π+π−) = (1.77± 0.57)× 10−3 before the correction, and AΓ(K−π+) = (0.16± 0.10)× 10−3,
AΓ(K+K−) = (−0.30± 0.32)× 10−3 and AΓ(π+π−) = (0.46± 0.58)× 10−3 after the correction.
The label 2011 (2012) is abbreviated 11 (12) and MagUp (MagDown) is abbreviated U(D).

procedure, while canceling the time-integrated asymmetry, has no significant effect on a
possible genuine time-dependent asymmetry. The asymmetry correction is independently
determined and applied within each subsample; the convergence of all AΓ values for
the K−π+ control sample to a common value, as seen in Fig. 1 (top), thus provides a
cross-check of the validity of the method. Independent application of the same asymmetry
correction procedure to the D0 → K+K− and D0 → π+π− modes also leads to good
quality for the decay-time fit in each subsample, and good consistency among subsamples,
as shown in Fig. 1 (bottom left and bottom right).

Another effect that needs to be accounted for in the measurement of AΓ is the residual

4

AΓ before corrections
AΓ after corrections

Soft pions asymmetry

[PRL 118 (2017) 261803]
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CPV in D0 ➝ h+h-
 (3)

• Precision approaches the level of 10-4. No 
evidence for CPV and precision improved 
by x2 wrt previous best measurements
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Figure 3: Measured asymmetry A(t) in bins of t/τD, where τD = 0.410 ps [16], for (top)
D0→ K+K− and (bottom) D0→ π+π−, averaged over the full Run 1 data sample. Solid lines
show the time dependence with a slope equal to the best estimates of −AΓ.

full Run 1 data sample are compared with fit results in Fig. 3.

The complementary analysis based on Eq. (2) follows a procedure largely unchanged

from the previous LHCb analysis [11], described in Refs. [19, 20] and briefly summarized

below. The selection requirements for this method differ from those based on Eq. (1)

only in the lack of a requirement on χ2
IP(D

0
). A similar blinding procedure is used. This

analysis is applied to the 2 fb
−1

subsample of the present data, collected in 2012, that was

not used in Ref. [11]. The 2012 data is split into three data-taking periods to account for

known differences in the detector alignment and calibration after detector interventions.

Biases on the decay-time distribution, introduced by the selection criteria and detection

asymmetries, are accounted for through per-candidate acceptance functions, as described

in Ref. [20]. These acceptance functions are parametrized by the decay-time intervals

within which a candidate would pass the event selection if its decay time could be varied.

They are determined using a data-driven method, and used to normalize the per-candidate

probability density functions over the decay-time range in which the candidate would be

accepted.

A two-stage unbinned maximum likelihood fit is used to determine the effective
decay widths. In the first stage, fits to the D0

mass and ∆m spectra are used to

determine yields of signal decays and both combinatorial and partially reconstructed

backgrounds. In the second stage, a fit to the decay-time distribution together with

ln(χ2
IP(D

0
)) (Fig. 4) is made to separate secondary background. The finding of an

asymmetry consistent with zero in the control channel, AΓ(K−π+
) = (−0.07±0.15)×10

−3
,

validates the method. Small mismodeling effects are observed in the decay-time fits

6

[PRL 118 (2017) 261803]

Results

! Combining the two final states  

! And with the result based on B→D0µ–X decays [JHEP 04 (2015) 043]  

! World’s most precise measurement to date, compatible with CP symmetry
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A!(K+K!) = (!0.30 ± 0.32 ± 0.10)"10!3 
A!(#+#!) = (+0.46 ± 0.58 ± 0.12)"10!3

A! = (–0.13 ± 0.28 ± 0.10)"10!3

A! = (–0.29 ± 0.28)"10!3

Time-dependent CPV in D0!h+h!
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A two-stage unbinned maximum likelihood fit is used to determine the effective
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mass and ∆m spectra are used to

determine yields of signal decays and both combinatorial and partially reconstructed
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,

validates the method. Small mismodeling effects are observed in the decay-time fits

6

arXiv:1702.06490 [hep-ex]. Submitted to PRL.

Precision approaches the level of 10-4. No evidence for 
CP violation and improve on the precision of the 
previous best measurements by nearly a factor of 2.  

Assuming that only indirect CP violation contributes to A", 
the two values, can be averaged to yield a single value: 
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Figure 4: Distribution of ln(χ2
IP(D

0)) for theD0→ K+K− candidates selected in the second of the
three 2012 data taking periods with magnetic field pointing downwards. The unbinned maximum
likelihood fit results are overlaid. Gaussian kernels are used to smooth the combinatorial and
partially reconstructed backgrounds.

and a corresponding systematic uncertainty of 0.04 × 10
−3

(0.09 × 10
−3
) for K+K−

(π+π−
) is assigned. The largest systematic uncertainty for the AΓ measurement with

K+K−
(π+π−

) is 0.08 × 10
−3

(0.10 × 10
−3
), due to the uncertainty in modeling the

contamination from secondary (combinatorial) background. The results from the 2012

data sample are AΓ(K+K−, 2012) = (−0.03± 0.46± 0.10)× 10
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Most precise measurement of 
CPV in the charm sector.

Time-dependent CPV in D0!h+h!
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Figure 3: Measured asymmetry A(t) in bins of t/τD, where τD = 0.410 ps [16], for (top)
D0→ K+K− and (bottom) D0→ π+π−, averaged over the full Run 1 data sample. Solid lines
show the time dependence with a slope equal to the best estimates of −AΓ.

full Run 1 data sample are compared with fit results in Fig. 3.

The complementary analysis based on Eq. (2) follows a procedure largely unchanged
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known differences in the detector alignment and calibration after detector interventions.
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Precision approaches the level of 10-4. No evidence for 
CP violation and improve on the precision of the 
previous best measurements by nearly a factor of 2.  
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data sample are AΓ(K+K−, 2012) = (−0.03± 0.46± 0.10)× 10
−3

and AΓ(π+π−, 2012) =
(0.03± 0.79± 0.16)× 10

−3
. These results are then combined with results from Ref. [11]

to yield the final Run 1 measurements: AΓ(K+K−
) = (−0.14± 0.37± 0.10)× 10

−3
and

AΓ(π+π−
) = (0.14± 0.63± 0.15)× 10

−3
.

These results can be compared with the final results from the method based on Eq. (1).

An analysis has been carried out to estimate the statistical correlation between the results

from the two methods, with the conclusion that they agree within one standard deviation.

Due to the large correlation, the measurements from the two methods are not combined,

but rather the more precise one is chosen as the nominal result.

The results for D0→ K+K−
and D0→ π+π−

are consistent and show no evidence

of CP violation. Assuming that only indirect CP violation contributes to AΓ [5], and

accounting for correlations between the systematic uncertainties [21], the two values,

obtained with the method using Eq. (1), can be averaged to yield a single value of AΓ =
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, while their difference is ∆AΓ = (−0.76± 0.66± 0.04)× 10
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The above average is consistent with the result obtained by LHCb in a muon-tagged

sample [22], which is statistically independent. The two results are therefore combined

to yield an overall LHCb Run 1 value AΓ = (−0.29± 0.28)× 10
−3

for the average of the

K+K−
and π+π−

modes. The measurements of AΓ reported in this Letter are the most

precise to date, and are consistent with previous results [11, 23, 24]. They supersede the

previous LHCb measurement [11] with an improvement in precision by nearly a factor of
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Most precise measurement of 
CPV in the charm sector.

• Assuming only indirect CPV contributes 
to AΓ, the two values can be combined

• Assuming universality of CPV and combining with result from muon-
tagged sample [JHEP 1504 (2015) 043], we get the world’s most precise 
measurement to date (still compatible with CP symmetry)

Run1 (3fb-1)



Riccardo Cenci DPF 2017, Fermilab, Chicago, Aug 3, 2017 

LHCb Impact on CPV in D0 ➝ h+h- 

• Results are consistent also with previous measurements

• LHCb values dominates the world average (same uncertainties if 
consider LHCb-only or average) and update with more data is coming

9

Experimental status for CPV in D0→h+h– decays
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interference between mixing and decay
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Riccardo Cenci DPF 2017, Fermilab, Chicago, Aug 3, 2017 

CPV in D+
(s)➝ η’π+ (1)

• Reconstruct ηʹ′ ➝ π+π-γ
• Asymmetries measured relative to 

those of D+ ➝ Ks π+ and Ds
+ ➝ φπ+ 

decays to cancel production and 
detection asymmetries

10

Still on CPV hunting: D+(s)!!’!+
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where AP is the asymmetry in the production of D±
(s) mesons in high-energy pp collisions in

the LHCb acceptance, and AD arises from the difference in detection efficiencies between

positively and negatively charged hadrons.

These effects are studied using control decay modes for which ACP is known precisely.

The control decays, which have similar decay topologies as the signal decays, are the

Cabibbo-favoured D± → K0
Sπ

±
and D±

s → φπ±
decays for D± → η�π±

and D±
s → η�π±

,

respectively. The CP asymmetries in these control decays have been measured at the 10
−3

level by the Belle and D0 collaborations [12, 13].

The differences between the CP asymmetries measured in the D±
(s) → η�π±

decays and

in the corresponding control channels are defined as

∆ACP (D
± → η�π±

)≡ACP (D
± → η�π±

)−ACP (D
± → K0

Sπ
±
) (3)

=Araw(D
± → η�π±

)−Araw(D
± → K0

Sπ
±
) +A(K0 −K0

),

∆ACP (D
±
s → η�π±

)≡ACP (D
±
s → η�π±

)−ACP (D
±
s → φπ±

)

=Araw(D
±
s → η�π±

)−Araw(D
±
s → φπ±

).

These equations assume that the kinematic distributions of the pion and of the D(s)

meson are similar in the signal and control channels, so that detection and production

asymmetries largely cancel in the difference. The uncertainty associated to this assumption

is discussed in Sec. 5. The A(K0 −K0
) term in Eq. 3 represents the kaon asymmetry in

D± → K0
Sπ

±
decays, which arises from regeneration and from mixing and CP violation in

the K0 −K0
system. This contribution is estimated using simulations, as described in

Ref. [9], to be (−0.08 ± 0.01)%. The CP asymmetry in the singly-Cabibbo-suppressed

D± → η�π±
decay is therefore given by

ACP (D
± → η�π±

) ≈ ∆ACP (D
± → η�π±

) +ACP (D
± → K0

Sπ
±
). (4)

Similarly, the CP asymmetry for the Cabibbo-favoured D±
s → η�π±

decay is approximated

as

ACP (D
±
s → η�π±

) ≈ ∆ACP (D
±
s → η�π±

) +ACP (D
±
s → φπ±

). (5)

3 Detector

The LHCb detector [14, 15] is a single-arm forward spectrometer covering the

pseudorapidity range 2 < η < 5, designed for the study of particles containing b or

c quarks. The detector includes a high-precision tracking system consisting of a silicon-

strip vertex detector surrounding the pp interaction region, a large-area silicon-strip

detector located upstream of a dipole magnet with a bending power of about 4Tm, and

three stations of silicon-strip detectors and straw drift tubes placed downstream of the

magnet. The polarity of the dipole magnet is reversed periodically throughout data taking.

The configuration with the magnetic field vertically upwards (downwards) bends positively

(negatively) charged particles in the horizontal plane towards the centre of the LHC. The

tracking system provides a measurement of momentum, p, of charged particles with a

relative uncertainty that varies from 0.5% at low momentum to 1.0% at 200GeV/c. The
minimum distance of a track to a primary vertex (PV), the impact parameter (IP), is mea-

sured with a resolution of (15 + 29/pT)µm, where pT is the component of the momentum

transverse to the beam, in GeV/c. Different types of charged hadrons are distinguished
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transverse to the beam, in GeV/c. Different types of charged hadrons are distinguished

2

according to the fit model. No significant bias on the fitted asymmetries is found. The

statistical uncertainty in the determination of the bias is taken as a systematic uncertainty.

A systematic uncertainty is introduced for the background contributions neglected in

the measurement of the raw asymmetries for the D± → K0
Sπ

±
and D±

s → φπ±
control

decays, and for the neglected fraction of D±
(s) signal leaking into the sidebands. The

difference of raw asymmetries in ∆ACP (D± → η�π±
) is corrected for the K0

asymmetry [9]

and an associated systematic uncertainty equal to the applied correction is included.

The D±
(s) production asymmetry may show a dependence on pT and η of the charm

meson. Therefore, the cancellation of production effects in ∆ACP may be partial, since

D±
(s) kinematic distributions are different for signal and control channels. To estimate

this effect, in each bin of the bachelor-pion kinematic distribution, the D± → K0
Sπ

±
and

D±
s → φπ±

candidates are given a weight depending on either the pT or the η value of

the D±
(s) meson, to reproduce the D±

(s) kinematic distribution of signal candidates. The

effect on ∆ACP is assigned as a systematic uncertainty.

The ∆ACP results are stable when the requirements on the bachelor-pion particle

identification and track quality are tightened, when the constraints on the parameters

of the combinatorial background component are removed from the fit to D±
(s) → η�π±

candidates, and when the asymmetries in the signal and control decays are extracted

without binning the bachelor-pion kinematic distribution. The stability of ∆ACP is also

investigated as a function of beam energy and hardware trigger decision. No significant

dependence is observed, as shown in Fig. 4.

7 Results and summary

Using pp collision data collected by the LHCb experiment at centre-of-mass energies of

7 and 8 TeV, the differences in CP asymmetries between D± → η�π±
and D± → K0

Sπ
±

decays, and between D±
s → η�π±

and D±
s → φπ±

decays, are measured to be

∆ACP (D
± → η�π±

) = (−0.58± 0.72± 0.55)%,

∆ACP (D
±
s → η�π±

) = (−0.44± 0.36± 0.24)%.

In all cases, the first uncertainties are statistical and the second are systematic.

Using the previously measured values of the CP asymmetries in con-

trol decays, ACP (D± → K0
Sπ

±
) = (−0.024 ± 0.094 ± 0.067)% [12] and

ACP (D±
s → φπ±

) = (−0.38± 0.26± 0.08)% [13], the individual CP asymmetries are found

to be

ACP (D
± → η�π±

) = (−0.61± 0.72± 0.55± 0.12)%,

ACP (D
±
s → η�π±

) = (−0.82± 0.36± 0.24± 0.27)%,

where the last contribution to the uncertainty comes from the ACP (D± → K0
Sπ

±
) and

ACP (D±
s → φπ±

) measurements.

The measured values show no evidence of CP violation, and are consistent with SM

expectations [35–37] and with previous results obtained in e+e− collisions [10,11]. The

results represent the most precise measurements of these quantities to date.
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Full Run 1 data sample, N(D±)=63k and N(Ds
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Figure 2: Mass distribution of η�π± candidates, combined over all kinematic bins, pp centre-of-
mass energies, and hardware trigger selections, for (a) positively and (b) negatively charged
D±

(s) candidates. Points with errors represent data, while the curves represent the fitted model

(solid), the D±
s → φ3ππ± (dashed) and D± → φ3ππ± (long-dashed) components, and the sum of

all background contributions (dotted), including combinatorial background. Residuals divided
by the corresponding uncertainty are shown under each plot.

ground from non-prompt D±
(s) mesons, originating from the decay of a b hadron. The

remaining secondary D±
(s) mesons may introduce a bias in the measured CP asymmetries

due to a difference in the production asymmetries for b hadrons and D±
(s) mesons. This

bias might not cancel in the difference of measured asymmetries for signal and control
channels, due to differences in the final-state reconstruction. In order to investigate
this bias, the D±

(s) production asymmetries in D±
(s) → η�π± decays are modified using

A�
P = (AP + fAb

P)/(1 + f), where f is the fraction of secondary D±
(s) candidates in a

Table 1: Systematic uncertainties (absolute values in %) on ∆ACP . The total systematic
uncertainty is the sum in quadrature of the individual contributions.

Source δ[∆ACP (D±)] δ[∆ACP (D±
s )]

Non-prompt charm 0.03 0.03
Trigger 0.09 0.09
Background model 0.50 0.19
Fit procedure 0.16 0.09
Sideband subtraction 0.03 0.02
K0 asymmetry 0.08 −
D±

(s) production asymmetry 0.07 0.02

Total 0.55 0.24
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where AP is the asymmetry in the production of D±
(s) mesons in high-energy pp collisions in

the LHCb acceptance, and AD arises from the difference in detection efficiencies between

positively and negatively charged hadrons.

These effects are studied using control decay modes for which ACP is known precisely.

The control decays, which have similar decay topologies as the signal decays, are the

Cabibbo-favoured D± → K0
Sπ

±
and D±

s → φπ±
decays for D± → η�π±

and D±
s → η�π±

,

respectively. The CP asymmetries in these control decays have been measured at the 10
−3

level by the Belle and D0 collaborations [12, 13].

The differences between the CP asymmetries measured in the D±
(s) → η�π±

decays and

in the corresponding control channels are defined as

∆ACP (D
± → η�π±

)≡ACP (D
± → η�π±

)−ACP (D
± → K0

Sπ
±
) (3)

=Araw(D
± → η�π±

)−Araw(D
± → K0

Sπ
±
) +A(K0 −K0

),

∆ACP (D
±
s → η�π±

)≡ACP (D
±
s → η�π±

)−ACP (D
±
s → φπ±

)

=Araw(D
±
s → η�π±

)−Araw(D
±
s → φπ±

).

These equations assume that the kinematic distributions of the pion and of the D(s)

meson are similar in the signal and control channels, so that detection and production

asymmetries largely cancel in the difference. The uncertainty associated to this assumption

is discussed in Sec. 5. The A(K0 −K0
) term in Eq. 3 represents the kaon asymmetry in

D± → K0
Sπ

±
decays, which arises from regeneration and from mixing and CP violation in

the K0 −K0
system. This contribution is estimated using simulations, as described in

Ref. [9], to be (−0.08 ± 0.01)%. The CP asymmetry in the singly-Cabibbo-suppressed

D± → η�π±
decay is therefore given by

ACP (D
± → η�π±

) ≈ ∆ACP (D
± → η�π±

) +ACP (D
± → K0

Sπ
±
). (4)

Similarly, the CP asymmetry for the Cabibbo-favoured D±
s → η�π±

decay is approximated

as

ACP (D
±
s → η�π±

) ≈ ∆ACP (D
±
s → η�π±

) +ACP (D
±
s → φπ±

). (5)

3 Detector

The LHCb detector [14, 15] is a single-arm forward spectrometer covering the

pseudorapidity range 2 < η < 5, designed for the study of particles containing b or

c quarks. The detector includes a high-precision tracking system consisting of a silicon-

strip vertex detector surrounding the pp interaction region, a large-area silicon-strip

detector located upstream of a dipole magnet with a bending power of about 4Tm, and

three stations of silicon-strip detectors and straw drift tubes placed downstream of the

magnet. The polarity of the dipole magnet is reversed periodically throughout data taking.

The configuration with the magnetic field vertically upwards (downwards) bends positively

(negatively) charged particles in the horizontal plane towards the centre of the LHC. The

tracking system provides a measurement of momentum, p, of charged particles with a

relative uncertainty that varies from 0.5% at low momentum to 1.0% at 200GeV/c. The
minimum distance of a track to a primary vertex (PV), the impact parameter (IP), is mea-

sured with a resolution of (15 + 29/pT)µm, where pT is the component of the momentum

transverse to the beam, in GeV/c. Different types of charged hadrons are distinguished

2

where AP is the asymmetry in the production of D±
(s) mesons in high-energy pp collisions in

the LHCb acceptance, and AD arises from the difference in detection efficiencies between

positively and negatively charged hadrons.

These effects are studied using control decay modes for which ACP is known precisely.

The control decays, which have similar decay topologies as the signal decays, are the

Cabibbo-favoured D± → K0
Sπ

±
and D±

s → φπ±
decays for D± → η�π±

and D±
s → η�π±

,

respectively. The CP asymmetries in these control decays have been measured at the 10
−3

level by the Belle and D0 collaborations [12, 13].

The differences between the CP asymmetries measured in the D±
(s) → η�π±

decays and

in the corresponding control channels are defined as

∆ACP (D
± → η�π±

)≡ACP (D
± → η�π±

)−ACP (D
± → K0

Sπ
±
) (3)

=Araw(D
± → η�π±

)−Araw(D
± → K0

Sπ
±
) +A(K0 −K0

),

∆ACP (D
±
s → η�π±

)≡ACP (D
±
s → η�π±

)−ACP (D
±
s → φπ±

)

=Araw(D
±
s → η�π±

)−Araw(D
±
s → φπ±

).

These equations assume that the kinematic distributions of the pion and of the D(s)

meson are similar in the signal and control channels, so that detection and production

asymmetries largely cancel in the difference. The uncertainty associated to this assumption

is discussed in Sec. 5. The A(K0 −K0
) term in Eq. 3 represents the kaon asymmetry in

D± → K0
Sπ

±
decays, which arises from regeneration and from mixing and CP violation in

the K0 −K0
system. This contribution is estimated using simulations, as described in

Ref. [9], to be (−0.08 ± 0.01)%. The CP asymmetry in the singly-Cabibbo-suppressed

D± → η�π±
decay is therefore given by

ACP (D
± → η�π±

) ≈ ∆ACP (D
± → η�π±

) +ACP (D
± → K0

Sπ
±
). (4)

Similarly, the CP asymmetry for the Cabibbo-favoured D±
s → η�π±

decay is approximated

as

ACP (D
±
s → η�π±

) ≈ ∆ACP (D
±
s → η�π±

) +ACP (D
±
s → φπ±

). (5)

3 Detector

The LHCb detector [14, 15] is a single-arm forward spectrometer covering the

pseudorapidity range 2 < η < 5, designed for the study of particles containing b or

c quarks. The detector includes a high-precision tracking system consisting of a silicon-

strip vertex detector surrounding the pp interaction region, a large-area silicon-strip

detector located upstream of a dipole magnet with a bending power of about 4Tm, and

three stations of silicon-strip detectors and straw drift tubes placed downstream of the

magnet. The polarity of the dipole magnet is reversed periodically throughout data taking.

The configuration with the magnetic field vertically upwards (downwards) bends positively

(negatively) charged particles in the horizontal plane towards the centre of the LHC. The

tracking system provides a measurement of momentum, p, of charged particles with a

relative uncertainty that varies from 0.5% at low momentum to 1.0% at 200GeV/c. The
minimum distance of a track to a primary vertex (PV), the impact parameter (IP), is mea-

sured with a resolution of (15 + 29/pT)µm, where pT is the component of the momentum

transverse to the beam, in GeV/c. Different types of charged hadrons are distinguished
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Figure 2: Mass distribution of η�π± candidates, combined over all kinematic bins, pp centre-of-
mass energies, and hardware trigger selections, for (a) positively and (b) negatively charged
D±

(s) candidates. Points with errors represent data, while the curves represent the fitted model

(solid), the D±
s → φ3ππ± (dashed) and D± → φ3ππ± (long-dashed) components, and the sum of

all background contributions (dotted), including combinatorial background. Residuals divided
by the corresponding uncertainty are shown under each plot.

where i, j, and k run over the pT − η bins. The resulting ∆ACP values are averaged with
equal weights over the two magnet polarities. Detection asymmetries that differ between
the signal and control decays are suppressed in this average. The results for the signal
channels are shown in Fig. 4. Finally, the inverse-variance weighted average of the ∆ACP

values obtained for the two pp centre-of-mass energies and the three hardware trigger
selections is calculated. No significant charge asymmetry is observed for the combinatorial
background component in any of the subsamples. The inverse-variance weighted average
of Araw for the combinatorial background is (0.92± 0.72)%, where the error is statistical
only.

6 Systematic uncertainties

The contributions to the systematic uncertainty on the inverse-variance weighted ∆ACP av-
erage are described below and summarised in Table 1. The overall systematic uncertainties
are obtained by adding the individual contributions in quadrature.

The selection of signal and control sample candidates removes the majority of back-
ground from non-prompt D±

(s) mesons, originating from the decay of a b hadron. The

remaining secondary D±
(s) mesons may introduce a bias in the measured CP asymmetries

due to a difference in the production asymmetries for b hadrons and D±
(s) mesons. This

bias might not cancel in the difference of measured asymmetries for signal and control
channels, due to differences in the final-state reconstruction. In order to investigate
this bias, the D±

(s) production asymmetries in D±
(s) → η�π± decays are modified using

A�
P = (AP + fAb

P)/(1 + f), where f is the fraction of secondary D±
(s) candidates in a
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colliders due to challenging low-
momentum photons
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background model
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7 Results and summary

Using pp collision data collected by the LHCb experiment at centre-of-mass energies of
7 and 8 TeV, the differences in CP asymmetries between D± → η�π± and D± → K0

Sπ
±

decays, and between D±
s → η�π± and D±

s → φπ± decays, are measured to be

∆ACP (D
± → η�π±) = (−0.58± 0.72± 0.53)%,

∆ACP (D
±
s → η�π±) = (−0.44± 0.36± 0.22)%.

In all cases, the first uncertainties are statistical and the second are systematic.
Using the previously measured values of the CP asymmetries in con-

trol decays, ACP (D± → K0
Sπ

±) = (−0.024 ± 0.094 ± 0.067)% [12] and
ACP (D±

s → φπ±) = (−0.38±0.26±0.08)% [13], the individual CP asymmetries are found
to be

ACP (D
± → η�π±) = (−0.61± 0.72± 0.53± 0.12)%,

ACP (D
±
s → η�π±) = (−0.82± 0.36± 0.22± 0.27)%,

where the last contribution to the uncertainty comes from the ACP (D± → K0
Sπ

±) and
ACP (D±

s → φπ±) measurements.
The measured values show no evidence of CP violation, and are consistent with SM

expectations [35, 36, 37] and with previous results obtained in e+e− collisions [10, 11].
The results represent the most precise measurements of these quantities to date.
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Figure 4: ∆ACP results for (a) D± → η�π± and (b) D±
s → η�π± decays, as a function of pp

centre-of-mass energy and trigger selection. Uncertainties are statistical only. A shaded band
representing the 68.3% confidence intervals obtained from the weighted average over all the
samples is shown to guide the eye.

symmetric combinations of tracks. No statistically significant discrepancy is observed,

Table 1: Systematic uncertainties (absolute values in %) on ∆ACP . The total systematic
uncertainty is the sum in quadrature of the individual contributions.

Source δ[∆ACP (D±)] δ[∆ACP (D±
s )]

Non-prompt charm 0.03 0.03
Trigger 0.09 0.09
Background model 0.50 0.19
Fit procedure 0.08 0.04
Sideband subtraction 0.03 0.02
K0 asymmetry 0.08 −
π± detection asymmetry 0.06 0.01
D±

(s) production asymmetry 0.07 0.02

Total 0.53 0.22
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Figure 1: Distribution of ∆m with fit overlaid for the selected D∗+ candidates in the 2012 data.
The data points and the contributions from signal, background, and their total obtained from
the fit are shown.

The πs is a low-momentum particle, with the consequence that the large deflection
in the magnetic field leads to different acceptances for the two charges. Consequently,
the soft pion is restricted to the region where the detection asymmetry is small. This is
achieved through the application of fiducial cuts on the soft pion momentum, following
Ref. [18]. As the kinematics of the slow pion are largely uncorrelated with the D0 phase
space, the πs detection asymmetry would result in a global asymmetry to which this
analysis is not sensitive. There are, however, differences in the detection efficiencies of the
D0 and D0 daughters that may introduce additional asymmetries localised in the phase
space of D0 decays, and which are discussed in detail in Sect. 7.

The signal region in the D0 invariant mass is defined as 1852 < m(π+π−π+π−) <
1882MeV/c2, corresponding to a full range of about four times the mass resolution. The
signal yield is estimated from the ∆m distribution, which is shown in Fig. 1 for the 2012
data. These ∆m distributions are modelled by the sum of three Gaussian functions for
signal and a second-order polynomial multiplied by a threshold function

�
1−mπ/∆m,

where mπ is the pion mass, describing combinatorial and random soft-pion backgrounds.
The selected samples comprise 320,000 and 720,000 signal candidates in the 2011 and
2012 data with purities of 97% and 96%, respectively. The final signal sample is selected
requiring |∆m− 145.44| < 0.45MeV/c2, which corresponds to selecting a region with a
width roughly twice the effective ∆m resolution.

4 Description of the phase space

Five coordinates are required for a full description of the phase space of four-body
decays [19]. In contrast to three-body decays, there is no standard or commonly preferred
choice of coordinates. Two-body and three-body invariant mass combinations of the pions
are used as coordinates here. The energy test performed here is a statistical method
comparing the distributions ofD0 andD0 candidates in phase space (see Sect. 5). Therefore,

4
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C>0

D" 0 
C" <0

D0 
C<0

D" 0 
C" >0

CP

C = �pπ+ · (�pπ+ × �pπ−)

C̄ = �pπ− · (�pπ− × �pπ+)

product:

[I] D0
(CT > 0), [II] D0

(CT < 0), [III] D0
(−CT > 0), [IV] D0

(−CT < 0). (1)

Samples I and III are related by the CP transformation, and so are II and IV. The test

for the presence of P -even CP asymmetry is performed by comparing the combined sample

I+ II with the combined sample III+ IV. This corresponds to the integration over CT and

is the default test, in which D0
and D0

samples are compared in the phase space spanned

with invariant masses only. Similarly, the test for a P -odd CP asymmetry is performed by

comparing the combined sample I+IV with the combined sample II+III. This comparison

is performed in the same phase space as the default P -even approach and allows the P -odd

contribution to the CP asymmetry to be probed, since the P -even contribution cancels.

No triple-product asymmetry measurements exist for D0→ π+π−π+π−
decays and the

previous LHCb study [16] was performed in the phase space based on the invariant masses

only. Consequently, this is the first time a P -odd CP asymmetry is investigated in this

decay mode.

5 Energy test

Model-independent searches for local CP violation are typically carried out using a binned

χ2
approach to compare the relative density in a bin of phase space of a decay with that

of its CP -conjugate. This method was used in a previous study of D0 → π+π−π+π−

decays [4]. As discussed in the previous section, five coordinates are required to describe

four-body decays. A model-independent unbinned statistical method called the energy

test was introduced in Refs. [22,23]. The potential for increased sensitivity of this method

over binned χ2
analyses in Dalitz plot analyses was shown in Refs. [8, 24] and it was first

applied to experimental data in Ref. [5].

This Letter introduces the first application of the energy test technique to four-body

decays, where it is used to compare two event samples in tests of both P -even and P -odd

type CP violation. The P -even energy test separates events according to their flavour, and

then compares these D0
and D0

samples. The P -odd energy test separates events using

both their flavour and sign of the triple product, as described in the previous section.

A test statistic, T , is used to compare the average distances of events in phase space.

The variable T is based on a function ψij ≡ ψ(dij) which depends on the distance dij
between events i and j. It is defined as

T =

n�

i,j>i

ψij

n(n− 1)
+

n�

i,j>i

ψij

n(n− 1)
−

n,n�

i,j

ψij

nn
, (2)

where the first and second terms correspond to an average weighted distance between

events within the n events of the first sample and between the n events of the second

sample, respectively. The third term measures the average weighted distance between

events in the first sample and events in the second sample. If the distributions of events

in both samples are identical, T will randomly fluctuate around a value close to zero.

The normalisation factors in the denominators of the terms of Eq. 2 remove the impact

of global asymmetries between D0
and D0

samples. In the P -odd test, subsamples of both

D0
and D0

samples are combined. Consequently, any global asymmetries in these could

6

observed 
in data

 J. Stat. Comp. Sim. 75 (2005) 109
 NIM A537 (2005) 626
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product:

[I] D0
(CT > 0), [II] D0

(CT < 0), [III] D0
(−CT > 0), [IV] D0

(−CT < 0). (1)

Samples I and III are related by the CP transformation, and so are II and IV. The test

for the presence of P -even CP asymmetry is performed by comparing the combined sample

I+ II with the combined sample III+ IV. This corresponds to the integration over CT and

is the default test, in which D0
and D0

samples are compared in the phase space spanned

with invariant masses only. Similarly, the test for a P -odd CP asymmetry is performed by

comparing the combined sample I+IV with the combined sample II+III. This comparison

is performed in the same phase space as the default P -even approach and allows the P -odd

contribution to the CP asymmetry to be probed, since the P -even contribution cancels.

No triple-product asymmetry measurements exist for D0→ π+π−π+π−
decays and the

previous LHCb study [16] was performed in the phase space based on the invariant masses

only. Consequently, this is the first time a P -odd CP asymmetry is investigated in this

decay mode.

5 Energy test

Model-independent searches for local CP violation are typically carried out using a binned

χ2
approach to compare the relative density in a bin of phase space of a decay with that

of its CP -conjugate. This method was used in a previous study of D0 → π+π−π+π−

decays [4]. As discussed in the previous section, five coordinates are required to describe

four-body decays. A model-independent unbinned statistical method called the energy

test was introduced in Refs. [22,23]. The potential for increased sensitivity of this method

over binned χ2
analyses in Dalitz plot analyses was shown in Refs. [8, 24] and it was first

applied to experimental data in Ref. [5].

This Letter introduces the first application of the energy test technique to four-body

decays, where it is used to compare two event samples in tests of both P -even and P -odd

type CP violation. The P -even energy test separates events according to their flavour, and

then compares these D0
and D0

samples. The P -odd energy test separates events using

both their flavour and sign of the triple product, as described in the previous section.

A test statistic, T , is used to compare the average distances of events in phase space.

The variable T is based on a function ψij ≡ ψ(dij) which depends on the distance dij
between events i and j. It is defined as

T =

n�

i,j>i

ψij

n(n− 1)
+

n�

i,j>i

ψij

n(n− 1)
−

n,n�

i,j

ψij

nn
, (2)

where the first and second terms correspond to an average weighted distance between

events within the n events of the first sample and between the n events of the second

sample, respectively. The third term measures the average weighted distance between

events in the first sample and events in the second sample. If the distributions of events

in both samples are identical, T will randomly fluctuate around a value close to zero.

The normalisation factors in the denominators of the terms of Eq. 2 remove the impact

of global asymmetries between D0
and D0

samples. In the P -odd test, subsamples of both

D0
and D0

samples are combined. Consequently, any global asymmetries in these could
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Figure 3: (a,b) Distribution of permutation T -values fitted with a GEV function and showing
the T -value of the data tests as a vertical line, and (c,d,e,f) local asymmetry significances. Left
column plots are for the P -even CP -violation test, projected onto the (c) m(π1π2π3) and (e)
m(π1π2) axes. Right column plots are for the P -odd CP -violation test projected onto the same
axes. In plots (c,d,e,f) the grey area correspond to candidates with a contribution to the T -value
of less than one standard deviation. In the P -even CP violation test the positive (negative)
asymmetry significance is set for the D0 candidates having positive (negative) contribution to the
measured T value. In the P -odd CP violation test the positive (negative) asymmetry significance
is set for sample I + IV having positive (negative) contribution to the measured T value (see
Sect. 5). The pink (blue) area corresponds to candidates with a positive (negative) contribution
to the T -value. Light, medium or dark shades of pink and blue correspond to between one and
two, two and three, and more than three standard deviation contributions, respectively.
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Figure 3: (a,b) Distribution of permutation T -values fitted with a GEV function and showing
the T -value of the data tests as a vertical line, and (c,d,e,f) local asymmetry significances. Left
column plots are for the P -even CP -violation test, projected onto the (c) m(π1π2π3) and (e)
m(π1π2) axes. Right column plots are for the P -odd CP -violation test projected onto the same
axes. In plots (c,d,e,f) the grey area correspond to candidates with a contribution to the T -value
of less than one standard deviation. In the P -even CP violation test the positive (negative)
asymmetry significance is set for the D0 candidates having positive (negative) contribution to the
measured T value. In the P -odd CP violation test the positive (negative) asymmetry significance
is set for sample I + IV having positive (negative) contribution to the measured T value (see
Sect. 5). The pink (blue) area corresponds to candidates with a positive (negative) contribution
to the T -value. Light, medium or dark shades of pink and blue correspond to between one and
two, two and three, and more than three standard deviation contributions, respectively.
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P-even
p-value = 
(4.6±0.5)%

P-odd
p-value = 
(0.6±0.2)% 

[2.7 σ]

• Statistical test on samples n and n

• Compared with T distribution of no CPV case 
(candidates assigned randomly to each subsample)

• Compute using dedicated GPU implementation 
(see talk by H. Schreiner on Computing session, 
Thu morning)

• Possible systematic effects (background and 
detection asymmetries) were found below the 
current level of sensitivity

• P-odd test marginally consistent with no CPV

-result in local asymmetries in the samples used for the P -odd test. Therefore, for the

P -odd test the global asymmetry between D0 and D0 is removed by randomly rejecting

some of the D0 candidates to equalise the sample sizes.

The function ψ should decrease with increasing distance dij between events i and j,
in order to increase the sensitivity to local asymmetries. A Gaussian function is chosen,

ψ(dij) = e−d2ij/2δ
2
, with a tuneable parameter δ (see Sect. 6) that describes the effective

radius in phase space within which a local asymmetry is measured. Thus, this parameter

should be larger than the resolution of dij but small enough not to dilute locally varying

asymmetries. The distance between two points is obtained using the five squared invariant

masses discussed in the previous section and calculated as

d2ij = (m2,j
12 −m2,i

12 )
2
+(m2,j

14 −m2,i
14 )

2
+(m2,j

23 −m2,i
23 )

2
+(m2,j

123−m2,i
123)

2
+(m2,j

124−m2,i
124)

2. (3)

In the case of CP violation, the average distances entering in the third term of Eq. 2

are larger than in the other terms. Due to the characteristics of the ψ function, this leads

to a reduced magnitude of this third term relative to the other terms. Therefore, larger

CP asymmetries lead to larger values of T . This is translated into a p-value under the

hypothesis of CP symmetry by comparing the T value observed in data to a distribution

of T values obtained from permutation samples. The permutation samples are constructed

by randomly assigning events to either of the samples, thus simulating a situation without

CP violation. The p-value for the no-CP -violation hypothesis is obtained as the fraction

of permutation T values greater than the observed T value.

For scenarios where the observed T value lies well within the range of permutation

T values, the p-value can be calculated by simply counting how many permutation T
values are larger than the observed one. If large CP violation is observed, the observed

T value is likely to lie outside the range of permutation T values. In this case the

permutation T distribution can be fitted with a generalised-extreme-value (GEV) function,

as demonstrated in Refs. [22, 23] and used in Ref. [5]. The p-value from the fitted T
distribution can be calculated as the fraction of the integral of the function above the

observed T value. The uncertainty on the p-value is obtained by randomly resampling the

fit parameters within their uncertainties, taking into account their correlations, and by

extracting a p-value for each of these generated T distributions. The spread of the resulting

p-value distribution is used to set 68% confidence intervals. A 90% confidence-level upper

limit is quoted where no significantly non-zero p-value can be obtained from the fit.

The number of permutations is constrained by the available computing time. The

default p-value extraction, defined before obtaining the result from the data, uses the

counting method as long as at least three permutation T values are found to be larger

than the observed T value. Otherwise, the p-value is determined by integrating the fitted

GEV function. The p-values presented here are based on over 1000 permutations for the

default data results and on 100 permutations for the sensitivity studies (see Sect. 6).

A visualisation of regions of significant asymmetry is obtained by assigning an asym-

metry significance to each event. The contributions of a single event in one sample, Ti,

and a single event in the other sample, T i, to the total T value are given by

Ti =
1

2n (n− 1)

n�

j �=i

ψij −
1

2nn

n�

j

ψij, (4)

7

 δ tunable parameter Meas. T

Meas. T

Relevant term
Depends on 

both samples
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Conclusions
• Precision measurements of mixing and CP violation are a fundamental 

tool to test the SM at energy scales and couplings unaccessible at the 
energy frontier

• Thanks to LHC being also a charm-factory, LHCb is collecting the 
largest ever charm samples (~109)

• Latest Run1 results presented here already exceed those from the B-
factories and the Tevatron, achieving (at least in the golden modes) a 
statistical precision below 10−3, and systematics already close to 10−4

• All the results are consistent with CP symmetry and mostly limited by 
statistics

14
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LHCb Upgrade and Beyond
• Analyses update using Run2 data is ongoing: “effective” charm statistics is already 

like Run1, due to increased cross-section and improved trigger. Many efforts 
towards relaxing the selection w/o increasing the systematic contributions

• LHCb Upgrade (Run3-4, 50 fb-1) is around the corner and Phase 2 upgrade is 
under discussion (Run5-..., 300 fb-1)
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Figure 2.5: A projection of the improvement in the knowledge of the charm sector that will come from
the Phase-II Upgrade: (a) mixing parameters (in a study that allows for CP violation); (b) the quantities
φ and |q/p|, which parametrise indirect CP -violation in charm.

LHCb has a unique reach for rare decays of strange hadrons, and has already produced
world-best results in the search for K0

S → µ+µ− [68] and made studies of the decay Σ+ →
pµ+µ− [69]. The Phase-II Upgrade and the Phase-I/-II software trigger will allow LHCb to
observe K0

S → µ+µ− down to its SM decay rate and make similarly sensitive measurements
for the decays of other charged hadrons. Possible improvements from augmenting the trigger
with additional downstream capabilities (see Sec. 5.7) may bring further gains in performance
over what is expected from the baseline Phase-I system. One additional very interesting physics
possibility [70] is to study the spin precision of particles in the dipole magnet and hence determine
the electric dipole moment (EDM) of the Λ baryon, and to measure the magnetic dipole moment
(MDM) of both Λ and Λ̄ baryons as a test of CPT symmetry. Sensitivities at 10−19 e cm and
100 ppm will be achievable for the EDM measurement and CPT test, respectively, at the Phase-II
Upgrade. Even higher precision may be achievable by adding new tracking stations in the magnet
region, as discussed in Sec. 4.2.3.

2.5 Exotic hadrons and spectroscopy

The LHC is an extremely rich laboratory for the study of exotic hadrons, and this opportunity
has been exploited by LHCb to great effect during Run 1. Highlights include the demonstration
of the four-quark nature of the Zc(4430)+ resonance [71] and the observation of the Pc(4380)+

and Pc(4450)+ pentaquark states [10]. These examples also show the need for a ‘critical mass’
of signal events, to allow for the thorough amplitude analyses which are essential to gain full
understanding of the observed resonant structures. A key priority for future LHCb data taking
is to establish other possible exotic multiplets, which can contain a large number of states in the
pentaquark picture. Neutral isospin partners of the P+

c resonances, however, cannot be detected
in J/ψn final states, implying the need for studying the fully hadronic decay modes Λ+

c D
(∗)−

accessible through Λ0
b → Λ+

c D
(∗)−K∗0 decays.
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The LHCb Detector

17

Excellent trigger capabilities (Level-0 of custom electronics + HLT of commercial CPUs) to handle 11MHz of visible 
physics collisions. Events written on tape extremely fast at 2.5KHz, where typical event size is 60-100KBytes in Run 
1 (2011-2012). In Run 2 (2015-2016) performances are even better. [LHCb-PROC-2015-011]

The LHCb detector

19

Excellent trigger capabilities (Level-0 of custom electronics + HLT of commercial CPUs) to handle 11MHz of 
visible physics collisions.  Events written on tape extremely  fast at 2.5KHz, where typical event size is 
60-100KBytes in Run 1 (2011-2012). In Run 2 (2015-2016) performances are even better. [LHCb-PROC-2015-011]

VErtex LOcator 
~(15+29/pT) !m IP resold 
~45 fs decay time resold

RICH detectors

"p/p∼0.5#1%@5-200 GeV/c 
Tracking system

 Weight: 5600t 
 Height: 10m 
 Long: 21m

Calorimeters

Muons System 

The LHC detector at LHC, JINST 3 (2008) S08005 


