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1. Produce an orgchart with leadership & person power in each box -is
there a steering group?

[

See next slides
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ProtoDUNE-SP Organization Chart

Neutrino Platform

Coordinator: Marzio Nessi (CERN)

EHN1 Coordinator: TBD (CERN)

DUNE ProtoDUNE-SP

Coordinators: Flavio Cavanna (FNAL), Christos Touramanis
(Liverpool), and Gina Ramieka (FNAL — Construction)

Deputy Coordinator: Thomas Kutter (LSU)
Technical Lead: Jack Fowder {Duke)

—

N\

/ Detector Integration, \

Cryostat

Coordinatar: T8 |CERN) /

/

External Cryogegfics

Coordiratar: T8D [CRRN)

/

Ceordiratar: T80 |2

Detector Infrastructure

<)

Testing, and Installation

Coordinator: Roberto Acciarri (FNAL)
Installation Team Leader: Bill Miller {Minnesota)
Integration/Test Coordinator: Andrea Zani (CERN)
Electrical/Cabling Coordinator: Flor Blaszczyk (BU)
G : Geoff Savage {FNAL)
Grounding & Shielding Coordinator: Linda Bagby (FNAL)
Safety Coordinator: Olga Beltramello (CERN)

APA Commissioning Leaders:

Andrze] Szelc (Manchester) & Serhan Tufanli (Yale)
HV/CPA/FC Commissioning Leaders:
Francesco Pietropaolo (CERN) & Guang Yang (SBU)
Beam Plug Commissioning Leader:
Cheng-lu Lin {LBNL}

Photon Detector Commissioning Leader:
Ettore Segreto {Campinas)

Photon Electronics Commissioning Leader:
Zelimir Djurcic {ANL)

Cold Electronics Commissioning Leaders:

Carl Bromberg {MSU) & Matt Worcester {BNL)

DAQ

Team Leaders: Carl Hennessy (Liverpoal| &
Giowanra Lehenann [CEAN)

Installation

Tesen Leader: Bill Miller (Minnesctal

Engineering Integration

Beam Configuration

and Instrumentation
(i $2/DP Working Group)

Coardnators: Yanris Karyatakis [LAFP),
Jonathan Paley [(ENAL), and Paols Salba (CERN)

Muon Tagging Detector

Coorcinators: €4 Bluchar (Chicago) &
Jceathan Uirk {Virginia Tech}

Measurements
Working Group

Coordinatoes: Donna Napks (Pittsburgh]
and arcslaw Nawak [Lancaster]

Slow Controls
oint $2/DP Working Group)

Coordinatoes: Anselma Canvera (Valancial,
Yann Rigat (£T+2), and Govanna Lehenann
{CERN}

Purity Monitors

Team Laadars: Haming Bian [UCArvine] and
Ancrew Renshaw (<oustan)

Cryogenic Systems
and Instrumentation
Usint $2/DP Working Group)

bordinatars: Alan Hahn [FNAL), Laura
Magenti [UCL), anc David Montanari [FNALY

Temperature Monitors

Team Leader: Jelena Maridic (Hawall)

HV Delivery
Ugire $2/DP Working Group)

brdinatces: Sarah Lockwitz (FNAL) and
Laura Malina (ETHZ)

Tear Leader: Jack erV

Cameras

Team Leacer. Mike Kordasky [Willlam & Mary)

Software
Development
Tearn Leaders: Darota Stefan

JCERN/NCE)) amc Robert Sule
(FNAL/NCEY

Computing
Infrastructure

Team Leader: TBD

Detector Construction

Coordinator: Gina Ramieka {FNAL)

APA Construction Leaders:

Bob Paulos (PSL) & Alan Grant (Daresbury)
HV/CPA/FC Construction Leader:
Victor Guarino (ANL)

Photon Detector Construction Leader:
Leon Mualem (CIT)

Cold Electronics Construction Leader:
Matt Worcester (BNL}
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Detector Integration, Testing, & Testing, and Instalation
CO m m i SS i O n i n g Coordinator: Roberto Acciarri {(FNAL)

Installation Team Leader: Bill Miller {Minnesota)
Integration/Test Coordinator: Andrea Zani {CERN)
Electrical/Cabling Coordinator: Flor Blaszczyk (BU)

Computing Infrastructure Coordinator: Geoff Savage (FNAL)
Grounding & Shielding Coordinator: Linda Bagby (FNAL)

® C E R N Wi I I p rOVi d e Ove ral I Safety Coordinator: Olga Beltramello (CERN}

APA Commissioning Leaders:

COO rd | n at | O n fo r ‘th e aCt |V|t| e S | n Andrze] Szelc {Manchester) & Serhan Tufanli (Yale)

HV/CPA/FC Commissioning Leaders:

Francesco Pietropaolo (CERN) & Guang Yang (SBU)
th e E H N 1 a re a Beam Plug Commissioning Leader:
Cheng-Ju Lin (LBNL)
Photon Detector Commissioning Leader:
Ettore Segreto (Campinas)

Photon Electronics Commissioning Leader:

* This s the on-ground team that S e
will look after ProtoDUNE-SP
installation, commissioning, /
and operation

DAQ

Team Leacers: Karol Hennessy [Liverpool) &
\ Gicyarns Lehmann [CERN]

« With one exception, all of these st
iIndividuals have agreed to re- e e
locate to CERN for extended
periods over the next two years

Engineering Integration

Team Leacer: Jack “owler (Duke)
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ProtoDUNE-SP DAQ Organization

DAQ
CERN, Liverpool

RCE Readout
SLAC, UC-Davis

FELIX Readout
CERN, NIKHEF, PNNL

ARTDAQ
FNAL, Oxford, RAL

SSP Readout
ANL, Warwick

Trigger/Timing
Bristol, Penn

Run Control
CERN, FNAL

Cosmic Tagger Readout
Virginia Tech

Monitoring
Sheffield, Sussex

Beam Instr. Readout
CERN, FNAL
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ProtoDUNE-SP DAQ On-ground Team

K. Hennessey, G. Lehmann

DAQ
CERN, Liverpool

J. Wang, SLACR.S. B. Abi, G. Barr, F. Azfar
RCE Readout FELIX Readout ARTDAQ
SLAC, UC-Davis CERN, NIKHEF, PNNL FNAL, Oxford, RAL

Z. Djurcic, M. Haigh N. Fiuza De Barros, D. Newbold  W. Ketchum

SSP Readout Trigger/Timing Run Control
ANL, Warwick Bristol, Penn CERN, FNAL
C. Mariani J. Paley, CERN B.D.
Cosmic Tagger Readout Monitoring Beam Instr. Readout
Virginia Tech Sheffield, Sussex CERN, FNAL
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2. Produce a global diagram (with tables if
needed) with all links, boxes, bandwidths etc.

(Next page)
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Bandwidth displayed from view of
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3. For exploitation talk tomorrow (or after), would
like to see how things phase together (who
depends on who) towards vertical slice

EHN1 beneficial occupancy [

|Timing arrives CERN I—

Timing tested

WIB/RCE i/f tested {VST1: Readout noise
5x WIB arrive CERN —
|COB +ATCA at CERN I
SSPs arrive CERN
Small set computers/disk
Network
Cold boards arrive VST2: Readout calib pulses

and validate timing

Calibration on CB arrive

Config of CB from WIB tested |




4. For exploitation talk (or after), would like to understand how expert
functionality will be delivered on necessary timescale for experts

We have already implemented changes compared to the 35t to ensure
experts are available much more and there are more of them

* Increase number of people who are ‘almost full time” at CERN
working on this. e.g. K. Hennessey, G Lehmann-Miotto, G. Savage,
W. Ketchum. There are a lot of people (several representatives
from each main component listed for Q1) signed up to come for
periods of O(3months) in addition.

* Run control is strategic choice to be developed at CERN. This gives
the onsite experts immediate access (and training opportunities) to
interface to most of the other parts of the system; thus
accumulating and sharing expertise effectively.

* Step though weekly meeting list giving expertise.



5. Timing diagram showing tolerances, also showing
where timestamps get put in, how things get aligned

[See next slides]



Timing Alignment

» Step 1: Timing system provides ‘absolute reference” across system
» A phase-adjusted clock and timestamp, identical in each system
» Triggers / calibration pulses marked with a single reference timestamp at source
» (Blocks of) data samples are marked with a timestamp

» Data blocks to board reader carry the trigger timestamp and event number in the
header

» Step 2: For each detector, define a sampling window around trigger

» Some data before trigger, and window sized to capture earliest / latest possible signals
» e.g. for TPCs, slightly more than one drift period

v Tfrfigger latency is ~1us; data path latency varies — detector-dependent trigger / data
oftset

» e.g. data arrives before trigger in SSP, after trigger (due to compression stage) in RCEs

» In SSP, the offset between trigger and data is fixed, compensated for on a per-board
basis
» In RCE and FELIX, the (compressed) blocks are timestamped, correlated with trigger

» Step 3: ‘Fine alignment’ done offline after timing calibration
» May be time-dependent, calibration-dependent or have sub-sample precision

» Timing tolerance

» Phase alignment should be a small fraction of the fastest sampling period

» 150MHz sampling in the SSPs -> alignment precision of ~1ns; matches the effective precision of Bl
timestamps

» Timing jitter should be a small fraction of alignment precision

0 o E3 niversi
14 Meeting Title, 26th Sep 2012 Dave.Newbold@cern.ch & ity G SIS
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6. How much data can the system take from SSP for full
waveform/continuous readout around a beam trigger

1.1Gbit/s is used to read out all the headers based on the
rates we have been given.

* If we allocate a further 0.1Gbit/s to the photon detector
readout, the size of the waveform that could be read on
every channel is 6us.

* We consider 2Gbit/s from the SSPs a manageable amount
of data that we can afford to collect in normal data taking
mode.

* For special runs, much more bandwidth can be allocated to
the photon detectors, so we should be able able to take
data for much longer.5.



Trigger

5ms




7. Where and when exactly is the beam information merged
into the data stream? Locally or at Tier-0? CRT data?

* Qurinitial answer is that this merging will wait until tier-0,
because that is the simplest (which is a guiding principle for
our DAQ design, see M.Thomson’s talk)

* |f it emerges that merging beam data is necessary to
adequately do online data quality monitoring, we have
several ideas for providing this locally (e.g.

— Write beam data to a database and associate it keyed by event
time at the point of reconstruction

— Bl information could be extracted like other conditions data
during the processing stage, not implying necessarily a
complete rewrite of data.

— Write a parallel file for each spill
This is an area where new people can come in with good ideas

over the next year, so it could be fixable more elegantly than
indicated here.



Backup



Backup for question 1

Monday, October 10, 2016

10:00 - 10:45

10:45 - 11:05

ProtoDUNE-SP status

10:00
10:05
10:10
10:15
10:20
10:25
10:30
10:35
10:40

RCE 5’

FELIX 5'

artDAQ 5°

Timing 5’

Trigger & Backpressure 5’
Run Control 5’

Online Monitoring 5’
Integration/Installation 5’

Interfaces 5’

- Front-End + WIB

- Photon Detection System

- Slow Control

- Configuration Management + Databases
- Online Computing

- Beam Instrumentation

Testing Centres

10:45
10:50
10:55
11:00

UK 5’

FNAL 5’
CERN 5’
PNNL 5’

Communication and knowledge of
leadership of each part is exchanged
through weekly meetings status
rundown.

We think that no steering group is
needed, the weekly run-through of
status among all collaborators is
sufficient.

Upper level ProtoDUNE management
has just gone through an evolution
(past few weeks) and we are
optimizing how we are plugged in to
that new structure

25 Fermilab U



Backup for question 5

* In ProtoDUNE, since the headline numbers (5ms drift, 2MHz
digitization) are much slower than a normal detector, this is
exceptionally easy.

* The latencies of the incoming trigger decisions and data arrival
times are fixed and are very small compared to this.

* So alignment is done by

1. Establishing a clean trigger from the beam (coincidence of two
beam counters

2. Collect data with TPC and photon system. Measure drift distance of
start of track (we need to do this to about 1ms accuracy which is
easy), use this to verify that track ends appear in correct location in
detector and correct if necessary

3. This also requires drift velocity measurement, obtained by cosmic
tracks passing from cathode to anode plane

4. By averaging over several events, look for accumulation of photon
detector hits in the expected time bin in SSPs or nearby.



From CD1R: (About 1 year out of date)
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Figure 4.12: Main DAQ steps displayed relative to the event time.



