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Computing - It’s a tool for science!

= [t's all about the
sclence!

» Computing
® |t should be easy,
fast, enabling

= [t should just be
there!
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Advancement Cycle

Instrumentation PhySiCS Computing
Advances Advances Advances
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The early days

* NO dedicated computing
department

e © Computing was done offsite, at
sy s Argonne National Laboratory
et and elsewhere

Ty
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» Computers were primarily
used to design accelerators
rather than for analysis or

simulations of physics.
& Fermilab
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The first mainframes

1976
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Online innovations drive offline innovations
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. Data Acquisition (DAQ): First PDP 1-
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Software development: punch cards
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Network: VAX =»> DECNet - HEPNet
\ SPAN HEM \
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* The world first global network =» Fermilab in the center
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ABNAARRmann

» Starting in 1986, Fermilab built its own boards for parallel processing
® First for DAQ), then later for trigger (CDF L3 in Run 0) and Lattice QCD (ACPMAPS

JC -
a¢ Fermilab
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eynman Computer Center and new mainframe: Amdahl

= first Amdahl in new FCC

2= Fermilab
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Tape robots

= >700,000 8Bmm tapes In
central vau

= 2000 mounts/day 1994
average (about 1/2
robotic

= 1,500 tape drives on site

1990
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* The switch from manual mounts to tape robots
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Common DAQ: Dart
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= Dart

® Innovation: Common DAQ system
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The farms - LINUX
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= 1997: PC Farm pilot project
= 1998: First PC Farm
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Mystery in Computing - Robots developing self-awareness???

\  Robot broke glass

= 1998 . === door in the night
l e | . - e Pretended nothing has

g — happened and continued
¥

mounting tapes

= At first no

explanation:
® Uprise of the robots?

* [N the end:
® Qutgassing in the
tempered glass caused
the door to shatter

i _al
3?' - :
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The software evolution(s) and revolution(s)

* 19906:

® Tevatron Run 2 upgrade project: Fortran =» C+

= 1998:

® ROQOT selected as the Fermilab supported analysis tool

= 2000:

e Fermilab team replaces CMS software framework with
CMSSW

= 2010:

® art, the intensity frontier software framework, started as
a fork of CMSSW

7% Data Analysis Framework

2= Fermilab
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« Contributed HEP
expertise to

Astro-Particle Physics
® DAQ development

® Software development, standardized tools
e Data handling and processing

48
Y
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SciDAC

2001

Open Science Grid ==

Open Science Grid
)

MCGILL__/
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NERSC UNL ANEUEER TP
i UluC®  JUPUI
STANFORD KU INDIANA., *IU UVA
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SMU

LSU

Open Science Grid

Lattice Gauge Computing Open Science Grid Accelerator Science and Simulation

= Fermilab receives DOE SciDAC awards for work in Lattice Gauge Computing, Open Science
Grid and Accelerator Science and Simulation

2= Fermilab
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LHC computing

Fermilab Off-Site Network Bandwidth
250
Fermilab Off-Site Network Bandwidth
200 »
150 1
100 o l
e o= - s8S8H I I I ‘
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B FNAL Leased lines M ESnet leased line B MREN B ANL/FNAL ChiMAN M ESnet ChiExpress MAN
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B FNAL Leased lines ~ MESnet leased line  ®WMREN  BANL/FNAL ChiMAN B ESnet ChiExpress MAN VANDERBILT: OISNL
LA UER . UNM ou . CLEMSON
,SDSC - 5 = UMISS
. . . . . o SUTA LT
= USCMS Tier-1 site at FNAL established in 2001 and LHC transatlantic ;
. =
networking starting with USLHCNet grant to Caltech
* Open Science Grid established in 2005 T
2 F ilab
as rermiia
20 Fermilab 50th Anniversary Symposium - Computing Innovations 7. June 2017




The present

CPU Network

S

asaee g . 9 v.v9. 9

“““““

WLCG

Worldwide LHC Computing Grid

A\ EATATATATAFAT)

48,000 cores 1 Exabyte Capacity =~ 35 PB spinning disk  2x100 Gb/s offsite
(plus 20,000 HPC 100 PB of tape media, ~35,000 internal network
cores) 90 PB used ports

2= Fermilab
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Common Tools

= Software Frameworks User’s Workshops

e CMSSW Software and Computing
@ art

 Reconstruction Software
® L ArSoft

| art - Friday, June 17
= r | FIFE - Monday, June 20 & Tuesday, June 21
LArSoft - Wednesday, June 22 & Thursday, June 23
. . All workshops held at Fermilab, with remote attendance
@ g ‘ I d e I n \/\/ M S supported through Rea,dytalk.'Free Registration
| TOPICS
® FIFE

art: User presentations on experiments’ use of features of art; art team presentation
of new features; expert hands-on help session
S | ‘ t |
Pythia

FIFE: status and road map of components; tutorials for novices; group exercises
in monitoring/troubleshooting; best practices for distributed computing

LArSoft: usability (LArSoft, art, Pandora, LArSoft/LArLite integration); neutrino
simulation; planning new build tools; code/performance analysis

REGISTRATION INFORMATION AND CONTACTS

art.fnal.gov/register Marc Paterno paterno@fnal.gov Chris Green greenc@fnal.gov
@ G e a n t fife.fnal.gov/register Mike Kirby kirby@fnal . gov Tanya Levshina tlevshin@fnal.gov
larsoft.org/register Erica Snider erica@fnal.gov Katherine Lato klato@fnal gov

® Synergia

LFermilab @ENERGY |2

2= Fermilab
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The Future: Massively Parallel Software

I Stuttering "] Chipintroduction
@® Transistors per chip, ‘000 ® Clock speed (max), MHz @ Thermal design power*, w dates, selected

Transistors bought per $, m Pentium 4 | | Xeon | | Core 2 Duo 64 cores
20 Log scale
15 Pentium I1 256 threads
10 Pentium II s ®

o
3 Pentium ® ¢
| | | | I | | 0
200204 06 08 10 12 15 486
8086 386

4004

-1
| N B N N R R ERNN R S S BN R A R B BN R B B B 7 1 1 r 1 1 T T 7 17 10

| B 1 1
1970 75 80 85 90 95 2000 05 10 15

Sources: Intel; press reports; Bob Colwell; Linley Group; IB Consulting; The Economist *Maximum safe power consumption

http://www.economist.com/technology-quarterly/2016-03-12/after-moores-law

= Switch to multi-threading as big as Fortran to C++ transition

2= Fermilab
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http://www.economist.com/technology-quarterly/2016-03-12/after-moores-law

The Future: Machine Learning

| - ' ,  Example from NOVA (slides)
: 18N ‘ :
i o M- vu CC Signal ' " 1 Presented at DS@HEP workshop at FNAL, May 2017
.............. » I° b
} Vu )
| - Ve CC Signal e -
; ooe+p v : 3 .
L eessssssaes [ -.:..' VAVAN ] ovg%:g°
i Ve l|.-"l|-:_- ] °°°c::;% ¢ con
: : ;“-- - * " N = 4 SR 7. F oy - 4 25 ?:,
: : : . . ’ . . : : - -A ,':':‘ o ‘ . ' ‘ _.::” : * ’d %) :;::g}':ooi g o -
5 . NC Background : PR RERTEed Bl [T
: [ 70+ p ‘ b Tl pEmrTea e :
- = i} Z . _ RS e TR ad % cc b
[ seesessssssss [ ,_l-'l'l'o :-":"':'::::‘?.gr_i ) - - >\/\< b ‘ :_-.;f:..: . X

el " 1 t-SNE projection of final features to 2D.

e ‘ ‘ ' Truth labels, training sample subset.
1 radiation length = 38cm (6 cell depths, 10 cell widths) e

* New methods and optimized hardware (GPUs, ...) allow for deep learning networks

2= Fermilab
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https://indico.fnal.gov/getFile.py/access?contribId=17&sessionId=1&resId=0&materialId=slides&confId=13497

The Future: Data
Estimates of resource needs for HL-LHC

Data estimates for 1st year of HL-LHC (PB) CPU Needs for 1st Year of HL-LHC (kHS06)

250000
1000 W ALICE ®mATLAS mCMS = LHCb

900 W ALICE WATLAS MCMS = LHCb

800

700

600

500

400

300

200 50000

— 20 MILLION

FOUR-DRAWER FILING CABINETS
Data: CPU: PETABYTE FILLED WITH TEXT
Raw 2016: 50 PB - 2027: 600 PB . x60 from 2016

Derived (1 copy): 2016: 80 PB > 2027: 900 PB 1 1 3 3 YEAR S

OF HD-TV VIDEO

100

0

PETABYTE
Technology at ~20%/year will bring x6-10 in 10-11 years 1 5
°

SIZE OF THE 10 BILLION
oon— FACEBOOK

PETABYTES

20 ssss THE AMOUNT OF DATA|PER

Simple model based on today’s computing models, but with expected HL-LHC
operating parameters (pile-up, trigger rates, etc.)

At least x10 above what is realistic to expect from technology with reasonably p——

constant cost munm PROCESSED BY GOOGLE | DAY
e~ j’ PETABYTES mEEN
C\w kd 8 October 2016 lan Bird 10 nooo
S, WLCGE 2 o sums TOTAL HARD DRIVE SPACE ]995
oo oE
sune MANUFACTURED IN

PETABYTES maEn

* Data volumes will increase to Exabyte scale after G () I peamwammens,

SENRNEENSEES NING OF RECORDED HISTORY,

2026 (HL-LHC and DUNE) PETAEYTES] SoamaaamaE [N ALLLANGUAGES

2= Fermilab
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The Future: Processing Resources

Exascale Supercomputers (HPC)

Commercial clouds (Amazon Web
Services, Google Cloud, ... )

fyidashb e Running Job Cores
\—350‘000 . 143 Hours'from 2016-11-14 09.‘00 to 2016-11-19'23.‘59 uTcC

waceo | 4= Cores from Google

250,000 =

200,000 =

150,000 p=

100,000

50,000

0
2016-11-14 2016-11-15 2016-11-16 2016-11-17 2016-11-18 2016-11-19

* The Grid will evolve into a more heterogeneous distributed system of Grid, Commercial Cioud and Exascale Supercomputers
 Community access to all forms of resources: HEPCloud
a¢ Fermilab
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The Future: Quantum Computing

» Exploring overlaps between HEP and quantum computing

Identifying Strategic Options for Advancing Quantum

@ D O : rO u n d ta b | e Fe b 2 O 1 6 iﬁigigt?:izif:ET BY ALTAF H. (TOF) CARIM AND WILLIAM T. (TIM) POLK

e White House quantum computing meeting Oct 2016

e DOE quantum testbeds workshop Feb 2017

® \isits to Google and IBM

e U. Chicago-Argonne-Fermilab quantum meeting May 2017

* Fermilab quantum initiatives

® Quantum sensors

* Adapting quantum devices for use as quantum sensors for particle
physics experiments such as direct dark matter detection

® Superconducting technologies

e Some guantum computers use superconducting cavities similar to those
we develop for accelerators...

e HEP applications of near-term quantum computers

* Google and IBM will make ~50 qubit guantum computers available for us to run on next
year

® Quantum networks
* We have agreed to host a guantum network on site in collaboration with Caltech and AT&T

-

2= Fermilab
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Conclusions

= logether we are stronger!
® Large user community, large software developer base
® Common solutions
® Distributed but interconnected infrastructure, strong networks
= Agility Is the key!
® WWe started supporting many experiments in parallel
® Followed by period where CDF and DO dominated
® Now going back to supporting many experiments

= For our science: we need maximum computing at

Mminimum cost!

® Use industry solutions where possible
® But don't shy away from looking beyond what is available

" Fermilab was the nucleus for many innovations in
the past!

* The future will be challenging but interesting and
rewarding, and we will be right at the forefront of
what Is possible!

2= Fermilab
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Thanks to the Scientific and Core Computing Divisions

Special Thanks to:

Jeff Appel, Tom Bozonelos, Liz Buckley-Geer,
Joel Butler, Keith Coiley, Phil Demar, Dave Fagan,
Irwin Gaines, Valerie Higgins, Mark Kaletka,
Adam Lyon, Patty McBride, Hugh Montgomery,
Gene Oleynik, Ruth Pordes, Liz Sexton-Kennedy,
Marcia Teckenbrock, Rich Thompson, Marguerita
Vittone, Margaret Votava, Vicky White, Steve Wolbers




BACKUP
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The emergence of the internet

Fermi Labs eases traffic crunch

HEPnet (ESnet-DECnet) Topology

continued from page 1 (as of May, 1990)
Philip Demar, Fermi's network Sciences network (ESnet), Inter-
analyst in charge of wide-area net, the Magnetic Fusion Energy |
networking, network and Bitnet, an electronic e l““”“
In fact, the lab has been ra- mail net. Additionally, the rout- ' N Westor :
tioning the few precious DECnet  ing backbone links remote nodes " Nore Dne ‘|l | '
addresses it has left. to ESnet. A - P s
Consequently, Fermi expects A cisco Systems router, which a \ Colambi
to migrate to DECnet Phase Vas  Fermi refers to as a firewall rout- T G l
er, sits between the campuswide (WW &
DECnet and the routing back- sl [ A= 2
e ) bone, ensuring that packets rout- | v
N = ed between remote sites do not TN =
congest the campus DECnet. The
firewall router routes packets \
from the campus DECnet to the 0. colo. 4] |
ROARK JOHNSON /BLACK STAR © 1990 i vl
Fermi Labs’ Mark Kaletka and Philip Demar survey campus map. ;(;l;tr%t;)tg::ep \r{,)&(‘ies AHCIe
¢ 5 Initially, HEPnet was quite g - \ "
Fermi Labs eases traffic simple ‘anddid not gencrt |
enough traffic to congest the .o \ (Snienind)
campuswide DECnet. Five years ke 5 Qulns
crunch on campus DECnet ago, HEPnet consitd. of five . &
star-configured WANs linked to- e
User installs separate LAN as ‘firewall’ to protect B bt e rivontt. Tho ok of i
local network from wide-area routing congestion. all star networks were located at
By Jim Brown Equipment Corp.’s internal net- soon as it is available and could — - R Cone
Senior Editor work. begin beta-testing the software as . Baceebmenverk Link (i
BATAVIA, 1ll. — Faced with Fermi’s High Energy Physics early as next month. DECnet — e i Sy
runaway network growth, Fermi network (HEPnet) enables re- Phase V would solve Fermi's sin- —

National Accelerator Laboratory
has devised a local-area network
routing backbone to better man-
age wide-area links and is laying
plans to migrate to DECnet Phase
V to solve addressing limitations
in its current Phase IV net.

searchers here and at various uni-
versities to access data and appli-
cations residing on the lab’s DEC
VAXes and Amdahl Corp. main-
frames. HEPnet also lets re-
searchers share findings with col-
leagues at other universities via

gle greatest problem: accommo-
dating growth on the network
while resolving routing issues un-
addressed in Phase IV.

“From our point of view, we
desperately need Phase V of DEC-
net right now,” Demar said. ““We
need it for the address space, and

= ESNe

', supporting both DECNet and

Fermi, a test center for physi- electronic mail and file transfers. we also need it to control routing %
cists who conduct experiments Network growth is stretching boundaries.” DECnet Phase IV oo P |
using an on-site particle accelera-  the DECnet Phase IV installation does not support boundaries, Lﬁ th e I n _e r n et (TC P / ‘ P)
tor to collide subatomic particles, to the maximum number of users which enable users to make one L

supports a DECnet with almost
20,000 devices. That network is
surpassed in size only by Digital

32

that can be supported under the
Phase IV addressing scheme, said
(continued on page 49)

physical network appear as sev-
eral logical networks in order to
avoid routing problems.

Fermilab 50th Anniversary Symposium - Computing Innovations

Philip Demar

labs that supported point-to-

® The internet won!

2= Fermilab

7. June 2017



Tim Berners-Lee at FNAL in the early days of the web

1991
KSIDE

2 University Close-Up:
The University
of Chicago

4 Summer Vacation
5 Painless Physics

7 Profilesin
Particle Physics:
Carolyn Hines

Detour Ahead

East Entrance to
Close Temporarily

Fermilab will close
the east entrance to the
Laboratory from 6 a.m.
Monday, August 19
through 8 p.m. Friday,
August 23, to permit
maintenance on the
railroad grade crossing
by the Hgin, Joliet and
Eastern Railroad.
During the temporary
closng, employees and
otherswho normally
enter via Batavia Road
on the east side of the
Laboratory must enter
instead via Pine Sreet
on the wegt. The
entrance will also be
closed to bicyclesand
pedestrians.

Detour signswill
reroute traffic via Route
59 south, Butterfield
Road wegt, and Kirk
Road north to Pine
Sreet. Questions?

Call the Office of Public
Affairs at 630-840-3351.

sdermiNews

Fermi National Accelevator Labovatory

Friday, August 16, 1996 Number 16

Glenn Blanford, a graduate student from the University of California-Irvine, at work on the new
Fermilab home page that will debut at the end of August.

High-Energy Physics

Birthplace of the Web

by Eric Berger, Office of Public Affairs

In mid-1991, when it spun its first thread
from CERN to Fermilab, hardly anyone had
ever heard of the World Wide Web. Now, only
four years later, the Web is woven through the
fabric of our culture, connecting people all over
the planet in a new medium of communication.
But of the millions who type “http:/ / www....”
each day, how many realize that —like the
universe itself—it all began with high-energy
physics?

What started out as tool for far-flung scien-
tific colleagues to share each others’ data may
ultimately count among high-energy physics’
most significant contributions to modern
technology.

The Web was born in 1990, when Tim
Berners-Lee, a computer scientist at CERN, the
European Laboratory for Particle Physics, pro-
grammed the first types of computer codes,
called protocols, that allowed a computer any-

continued on nase 8
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The Web
at Fermilab

continued from page 1

Tim Berners-Lee, who
wrote the software
protocolsto set up
the World Wide Web
in 1990 and 1991. He
now directsthe W3
Consortium, an open
forum of companies
and organizations
with the mission to
realize the full poten-
tial of the Web.

where to contact any other computer and com-
municate unfettered by log-in accounts and
database incompatibilities.

“He’s someone who thinks very clearly
about the fundamentals, but besides this, he
happened to come upon his idea at the
right time,” said Ruth Pordes,

Computing Division Online Systems
Department head. “His idea was to make
distributed information over a network
easily accessible to the whole world, and to
work out the protocol of how to do that.”

In its infancy, an internal laboratory
version of the Web allowed high-energy
physicists at CERN to share data and papers
within their own network, but it remained
difficult to connect to outside servers—from
CERN to Fermilab for example—to share
documents with other scientists.

Pordes, who had met Berners-Lee at inter-
national meetings, invited him to visit Fermilab
for a few weeks in January, 1991. The visit
coincided with a conference on hypertext,
familiar to most Internet users as the “link”
function of Web browsers. The conference gave
Berners-Lee a stimulus for developing his ideas.

Berners-Lee returned to Fermilab in 1992.
During his visit he made the first one-click link
between the CERN server and Fermilab’s
central computers.

“We installed it (the CERN Web server)
on FNALYV and we linked it up to the docu-
ments used for data-taking and later analyses,”
Pordes said.

Fermilab’s Jonathan Streets, leader of the
Experiments Online Support Group, helped
Berners-Lee set up the system.

“He and I wrote the server on FNALV
that served the documents,” Streets said. “Now
anybody could come in and get them. That was
the first time anybody could use the same inter-
face to read documents pertaining to both
data-taking and analyses—because we had very
different databases.”

Before Berners-Lee wrote the hypertext
transfer protocols each computer server gener-
ally required a separate log-in account and had
a different documentation system, making
smooth communication between systems diffi-
cult. Berners-Lee’s software (the Web), broke
down the barriers dividing the hardware (the
Internet).

The following summer, Berners-Lee gave
the first United States presentation on the
World Wide Web’s merits.

“Ruth basically has to take credit for spot-
ting the Web,” said Vicky White, Computing
Division deputy head. “We both knew Tim
Berners-Lee’s work, but she showed the first
interest in it.”

That Was Then...

Berners-Lee used these two trangparencies
in a 1992 Fermilab talk highlighting
the World Wide Web.

Fermilab joined the
World Wide Web early. The Sloan Digital Sky
Survey, an ambitious sky-mapping project in
which Fermilab collaborates, became one of the
first projects to adopt the Web in 1992.

“Sloan is a project that has a far-flung col-
laboration, and we felt having information that
could be easily retrieved would be beneficial,”
Pordes said.

Beyond High-Energy Physics

Berners-Lee and others soon discovered
the Web applied to areas well beyond high-
energy physics.

“After that, he started working on proto-
cols for the World Wide Web in order to have
communication not only among physicists, but
also to be able to find information from all the
various other places available,” Pordes said.

The next step required making the tech-
nology more accessible. Current Internet users
surf the web using browsers such as Netscape
or Web Explorer that offer windows into the
Web. But in 1992 none of these mouse-friendly
programs existed. A program called Mosaic
paved the way for later browsers.

“Around 1992 NCSA (National Center for
Supercomputing Applications at the University
of Illinois at Urbana/ Champaign) started work
on Mosaic,” Pordes said. “In 1993 I invited
Tim to Fermilab. I contacted NCSA and sug-

= “That was the
first time
anypody could
use the same
iInter- race to
read documents
pertaining to
both data-taking
and analyses—
because we had
very different
databases.”
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Mainframes vs. Farms
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First Unix Farms (IBM & SGI) vs. SGI mainframe
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Disk Caching
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» dCache reaches 1.7 PB
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Tape capacity increases

2= Fermilab

= Old robots get dismantled, new robots get installeo

= [otal capacity now close to 1 Exabyte
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