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Overview

● Experiment & Science
● Data management
● Infrastructure at UChicago MWT2
● Data Processing Workflow
● Monte Carlo simulation
● OSG Usage
● Future Plans
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XENON1T Science
● No idea what 95.4% of 

Universe is made of 
● Looking for Dark Matter 

candidate - Weakly 
Interactive Massive 
Particles (WIMP) - 
through nuclear recoil on 
liquid Xenon

● WIMP nuclear recoil 
produces charge and 
time signature in the 
detector readout that can 
easily distinguish nuclear 
recoil from other 
interactions
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Projected WIMP Limits

● Projected to be 
sensitive in 
theoretical space

● Preparation for 
future larger 
detectors 
(XENONnT)
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Computing Requirements

● Particle physics computing, i.e. data transfer to 
various sites, event reconstruction, Monte Carlo 
production

● Data: ~1 TB/day, first 90 days with MC 1-2 PB
● CPU: ~30 MCPUhours/year
● Main Support Tasks:

○ Data transfer from LNGS to various sites, and between sites
○ OSG access and support for event reconstruction and Monte Carlo 

production
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Data Management

● Setup a distributed data management system using 
"Rucio" (data management system developed and 
used by ATLAS) and FTS at BNL
○ Rucio: File catalog service, subscription "rule" 

model for data placement and deletion, etc.
○ FTS: Reliable file transfer

● Currently 6 storage endpoints defined in the US, 
Europe and Israel
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Rucio Stats

● Rucio management server is a SL7 VM 
running MariaDB

● Number of Datasets: 5043
● Number of Files: 340943
● Total Storage Used: 301.8 TB
● Total Storage Remaining: 340.7 TB (642.5 TB 

total available)
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Monitoring Automated FTS Transfers
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Thanks to BNL for 
lending use of FTS 

instance
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Monitoring Automated FTS Transfers
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Xenon1T Infrastructure - UChicago

● Dedicated submit host -  login.xenon.ci-connect.net
● MWT2 Friends - Special opportunistic priority on MWT2 

compute resources 

● 2x GridFTP doors for OSG Stash, shared with SPT
● CVMFS Stratum 0 - CVMFS deployment automated 

through DeployHQ targeting for new releases and 
changes to Xenon Git repository

● Backup Jupyterhub for analysis workshop

13



Data Processing Workflow
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Operated and maintained by 
Evan Shockley (UChicago)



Data Flow for Processing
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Operated and maintained by Boris 
Bauermeister (Stockholm Universitet) 
and Evan Shockley (UChicago)



MonteCarlo Workflow
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Operated and 
maintained by Patrick 
de Perio (Columbia), 
Fabio Valerio Massoli 
(Bologna), and Jialing 
Fei (UCSD)  



MonteCarlo Workflow 

● Implemented using Pegasus workflow manager to 
handle running jobs and errors

● Submit to OSG or EGI sites using a switch at runtime

● 10+ data sets generated so far using OSG resources 
with production still ongoing
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mc_process.py --flavor G4 --config optPhot --source-macro 
run_optPhot_fullvolume.mac --batch-size 10000 --events 1000 
--mc-version v0.1.7 --pax-version v6.2.1 --grid-type osg



Status Today

● Data:
○ Rucio service has been stable modulo some peak usage periods, increased 

the maximum number of concurrent DB connections to resolve
○ OSG helped XENON1T become part of LHCOne
○ Transfer speeds between EU sites and US can vary greatly, under 

investigation

● Processing
○ Reprocessing campaign has started, expected use ~42 kCPUHours

○ Overall used 583933 CPUhours in Feburary for reprocessing 
campaign and Monte Carlo production - Number 1 OSG Connect 
group
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OSG Usage
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7 Xenon1T collaborators 
trained to use the system

10000 cores 
simultaneously!



Comet usage with glideinWMS
● Added Comet as a dedicated 

target for XENON1T VO 
through glideinWMS

● Goes through osg-flock and 
a special glidein is started on 
the UCSD side

● Uses docker to setup 
environment

● Transparent to XENON1T 
users

● Thanks to Edgar and Mats!
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Xenon1T Compute Environment

● Integrated campus 
cluster, OSG, EGI & 
HPC resources into 
one submission 
environment

● Data management 
system that allows 
transparent access to 
data across 
continents 21



Future Plans

● Expand US storage for future reprocessing 
campaigns

● JuypterHub - Move from current JupyterHub to 
new OSG Connect JupyterHub once ready

● Continued use of Comet and other NSF HPC  
resources

● Looking into integrating CCIN2P3 and NIKHEF 
into glideinWMS 22



Summary

● OSG is working closely with XENON1T for their 
data management, data processing infrastructure, 
and MC production

● Build a compute environment that integrates grid, 
HPC, and campus resources

● “OSG”-ready infrastructure deployed and already 
heavily used 

● Looking forward to the first results in 2017!
23


