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Status

* Last week incorporated three new manage nodes
into the Far Detector DAQ, have performed without
ISSuUe.

e Both detectors stable and 100% live since beam
returned. Current DAQ software releases are
stable.

e Beam has returned in the same location in the
NOVA event window as previously.



’ o
. e °

09 - / )

08 | ° \ / ©

0.7 - @

@

Far Detector Uptime

&
@)}
!

® Daily

o
n

—Weekly Average
—4 Week Average

Uptime fraction
-
T~

>
W

0.2 -

0.1

0 1 i .
10/17/16 10/24/16 10/31/16 11/7/16

100% uptime since beam returned on 11/11

3



Near Detector 1Iming Peak
(current)

NuMI Time Distribution for All Hits vs. Time - partition 1
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Last run/subrun: 11925/16

Beam routed from booster directly to Main Injector.
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Near Detector 1Iming Peak
(pre-shutdown)

NuMI Time Distribution for All Hits vs. Time - partition 1
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Beam routed from booster through recycler, the batch spacing is 84
bunches rather than 86, so spill shorter by 188 ns.
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Last Week
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* “Miniproduction” is getting underway.

— As mentioned before, we expect a lower success

rate as we work on trying out new features of our
MC generation. 1



