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DAQ Uptime

POT weighted DAQ uptime (Week of 11/14/2016)
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Day

Good DAQ uptime, down time on thursday consistent with AD down time
changed NIM logic to deliver BNB & NuMI triggers to CRT
DAQ update to include NuMI RWM in the online monitor.

continue testing our supernova stream.

POT delivered :1.36e16, POT recorded :1.32e16



Computing Summary
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73.9TB 5.1 PB

Computing is running smoothly
Started to process the MicroBooNE pre-software trigger data

(large volume, stored on tape => slow access)
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summary

- Quite uneventful week, not much to report
+ Good uptime for BNB and MicroBooNE

- Improved DAQ and online monitor to include NuMI RWM

Thanks to all shifters and experts for this very quiet week



