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POT weighted DAQ uptime
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Computing Summary

e Started MCC8
o Spike in queue time caused by jobs exceeding memory limit. Fixed now.
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Summary

Many thanks to the shifters and experts this week!

e Running remote shifters since Jan 1st
o  Backups on call (not needed so far)

e Upcoming downtime (Tuesday and Wednesday)
o  Testing SN thresholds (Currently High)

o TPC Noise Investigations
o IRM Box replacement

e NuMI Open Trigger is running

Kevin Wierman, 1/9/16 4



