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The current CMS pixel detector 

•  The current pixel detector is the inner most 
detector in the CMS experiment. 
•  It is designed for 1034 cm-2s-1 and 25 ns bunch 

spacing. 
•  Excellent performance: 

•  High efficiency: > 99%. 
•  Resolution: 10 µm (in rφ) 20-40 µm (in z) 
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• Most precise, 3-D measurement of hits on tracks.

• Crucial in tracking and vertex reconstruction

• Closest to beam-pipe: high occupancy and large 
radiation dose. Current detector designed for 
instantaneous luminosity of 10^34 cm-2 s-1

CMS Pixel DetectorReminder: the current CMS pixel detector!

•  66M pixels (100mmx150mm)!
•  1m2 of n+-in-n silicon sensors!
•  Excellent resolution and efficiency!
•  Excellent good-channel fraction and 

uptime in Run1 and Run2 so far!
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The Phase-0 CMS Pixel Detector
Barrel Pixels (BPIX): 
3 barrel layers at 4.4, 7.3, 10.2cm
768 modules

Forward Pixels (FPIX): 
4 disks at z = r34.5, r46.5cm
192 panels

53cm

• In total 66 million pixels and 1m2 of silicon 

• n+-in-n sensors with cell size of 100Pm (rI) x 150Pm (z) 

• Good-channel fraction of 98.6% and 98.7% uptime in 2015

• Excellent resolution and efficiency

σrφ = 10.6µm

Hit efficiency

99%

Present detector 
designed for 
1034cm-2s-1 and 25ns 
bunch spacing!
	

>99%	

σr=10.6µm	
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Reasons for the upgrade 
•  The LHC has exceeded the design instantaneous luminosity of 1034 cm-2s-1.  
•  Dynamic inefficiencies / dead time caused by limited size of the readout bandwidth. 

•  This effect is already seen in data, expected to become worse in coming years. 
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2.2. Tracking Performance 23

pileup, the average tracking efficiencies were determined for a number of scenarios and shown
in Table 2.3. Comparing the efficiencies at zero pileup with and without the dynamic ROC data
loss expected for 2 ⇥ 1034 cm�2s�1 (25 ns crossing time), the dynamic data losses cause a only
3.5% (4.0%) loss of tracking efficiency for muons (tt̄) with the current pixel detector. However
at the pileup conditions for 2 ⇥ 1034 cm�2s�1 (25 ns crossing time) simulations show that the
expected loss in efficiency due to the dynamic data loss increases to 8.6% (5.2%) for muons (tt̄).
With much lower dynamic data loss for the upgrade pixel detector, the resultant loss in tracking
efficiency is less than 0.5% in both pileup conditions. The track fake rate is hardly affected by
the dynamic data loss.

To isolate the effects of high pileup, we can compare the performance at zero pileup with those
at high pileup without any ROC dynamic data loss simulated. The results in Table 2.3 for which
the ROC data loss was not implemented show that the pileup conditions for 2 ⇥ 1034 cm�2s�1

(25 ns crossing time) by itself would cause a 7.3% (4.7%) loss of tracking efficiency for muons
(tt̄) in the current pixel detector. The extra pixel layer in the upgrade detector adds information
that reduces this loss in efficiency by more than half to 3.2% (1.3%) for muons (tt̄), and decreases
the fake rate by about a factor of two.

With both the effects of dynamic data loss and the high pileup expected for 2 ⇥ 1034 cm�2s�1

(25 ns crossing time), the loss in tracking efficiency for the current detector is 15.9% (9.9%) for
muons (tt̄), while for the upgraded detector it is reduced by more than a factor of 4 (6) to 3.7%
(1.5%) for muons (tt̄). Although this is not catastrophic, the degradation is worse than linear
and is expected to become unacceptable at moderately higher pileup as illustrated in Figure 2.6.
The track fake rate also rapidly increases with pileup but is about a factor of two lower for the
upgrade pixel detector.
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Figure 2.6: Average tracking efficiency (a) and average track fake rate (b) for the tt̄ sample as
a function of the average pileup. Results were determined using the expected ROC data loss
expected for each given average pileup, and for the current pixel detector (blue squares) and
for the upgrade pixel detector (red dots).

2.2.2 Track Impact Parameter Studies

The track impact parameter resolution was studied in the Phase 1 upgrade detector and com-
pared to the current detector. The track sample used for the impact parameter resolution mea-
surements were from a muon Monte Carlo generated flat in energy (instead of flat in pT). Fig-
ures 2.7 and 2.8 show respectively the transverse and longitudinal impact parameter resolu-
tions for the current and upgrade pixel detectors as a function of the track (total) momentum
for zero pileup. The ratio of the impact parameter resolutions show that the impact parameter

2015 data 

projection 

Current Future • The LHC has exceeded its design 
instantaneous luminosity of 10^34 cm-2 s-1

• Dynamic inefficiencies/ dead time caused by 
limited size of the readout bandwidth. 

Reasons for upgradeReminder: the current CMS pixel detector!

•  66M pixels (100mmx150mm)!
•  1m2 of n+-in-n silicon sensors!
•  Excellent resolution and efficiency!
•  Excellent good-channel fraction and 

uptime in Run1 and Run2 so far!
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The Phase-0 CMS Pixel Detector
Barrel Pixels (BPIX): 
3 barrel layers at 4.4, 7.3, 10.2cm
768 modules

Forward Pixels (FPIX): 
4 disks at z = r34.5, r46.5cm
192 panels

53cm

• In total 66 million pixels and 1m2 of silicon 

• n+-in-n sensors with cell size of 100Pm (rI) x 150Pm (z) 

• Good-channel fraction of 98.6% and 98.7% uptime in 2015

• Excellent resolution and efficiency

σrφ = 10.6µm

Hit efficiency

99%

Present detector 
designed for 
1034cm-2s-1 and 25ns 
bunch spacing!
	

>99%	

σr=10.6µm	

Reasons for the upgrade 
•  The LHC has exceeded the design instantaneous luminosity of 1034 cm-2s-1.  
•  Dynamic inefficiencies / dead time caused by limited size of the readout bandwidth. 

•  This effect is already seen in data, expected to become worse in coming years. 
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2.2. Tracking Performance 23

pileup, the average tracking efficiencies were determined for a number of scenarios and shown
in Table 2.3. Comparing the efficiencies at zero pileup with and without the dynamic ROC data
loss expected for 2 ⇥ 1034 cm�2s�1 (25 ns crossing time), the dynamic data losses cause a only
3.5% (4.0%) loss of tracking efficiency for muons (tt̄) with the current pixel detector. However
at the pileup conditions for 2 ⇥ 1034 cm�2s�1 (25 ns crossing time) simulations show that the
expected loss in efficiency due to the dynamic data loss increases to 8.6% (5.2%) for muons (tt̄).
With much lower dynamic data loss for the upgrade pixel detector, the resultant loss in tracking
efficiency is less than 0.5% in both pileup conditions. The track fake rate is hardly affected by
the dynamic data loss.

To isolate the effects of high pileup, we can compare the performance at zero pileup with those
at high pileup without any ROC dynamic data loss simulated. The results in Table 2.3 for which
the ROC data loss was not implemented show that the pileup conditions for 2 ⇥ 1034 cm�2s�1

(25 ns crossing time) by itself would cause a 7.3% (4.7%) loss of tracking efficiency for muons
(tt̄) in the current pixel detector. The extra pixel layer in the upgrade detector adds information
that reduces this loss in efficiency by more than half to 3.2% (1.3%) for muons (tt̄), and decreases
the fake rate by about a factor of two.

With both the effects of dynamic data loss and the high pileup expected for 2 ⇥ 1034 cm�2s�1

(25 ns crossing time), the loss in tracking efficiency for the current detector is 15.9% (9.9%) for
muons (tt̄), while for the upgraded detector it is reduced by more than a factor of 4 (6) to 3.7%
(1.5%) for muons (tt̄). Although this is not catastrophic, the degradation is worse than linear
and is expected to become unacceptable at moderately higher pileup as illustrated in Figure 2.6.
The track fake rate also rapidly increases with pileup but is about a factor of two lower for the
upgrade pixel detector.
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Figure 2.6: Average tracking efficiency (a) and average track fake rate (b) for the tt̄ sample as
a function of the average pileup. Results were determined using the expected ROC data loss
expected for each given average pileup, and for the current pixel detector (blue squares) and
for the upgrade pixel detector (red dots).

2.2.2 Track Impact Parameter Studies

The track impact parameter resolution was studied in the Phase 1 upgrade detector and com-
pared to the current detector. The track sample used for the impact parameter resolution mea-
surements were from a muon Monte Carlo generated flat in energy (instead of flat in pT). Fig-
ures 2.7 and 2.8 show respectively the transverse and longitudinal impact parameter resolu-
tions for the current and upgrade pixel detectors as a function of the track (total) momentum
for zero pileup. The ratio of the impact parameter resolutions show that the impact parameter
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The new phase 1 pixel detector
Phase1 pixel detector design !
•  Installation during extended year-end technical stop 2016/17 in February’17!
•  Smooth transition needed from installation to physics data taking; not much time for 

in-situ calibrations!
–  Sensor technology, pixel size and module concept very similar; need to fit into existing 

infrastructure!
–  Move from analog to digital readout chip (ROC) à reduced buffer overflow and inefficiency!
–  Move from 3- to 4-hit coverage à increase redundancy and track finding efficiency!
–  Move closer to the beam à improve vertexing and b-tagging!
–  Move from single-phase fluorocarbon (C6F14 ) to evaporative, bi-phase CO2 cooling!
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Phase-1 Pixel Detector Concept

Installation during extended year-end technical stop 2016/17
Æ “Evolutionary upgrade“ with minimal impact on data taking
Æ Sensor technology, pixel size and module concept remain unchanged

Present 
layout

Phase-1 
layout

4.4cm
7.3cm
10.2cm

16.0cm
10.9cm
6.8cm
2.9cm

• New, improved readout chip (ROC) Æ recovery of hit efficiency
• Additional 4th barrel layer and 3rd disk Æ 4 hit coverage Æ robust tracking
• Smaller radius of inner layer Æ better vertex resolution & b-tagging efficiency
• Less material: evaporative CO2 cooling, relocation of electronics boards, lighter mechanics

1856	modules	
124M	pixels	

1440	modules	
66M	pixels	
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• Installation during extended year-end technical stop 2016/17 in Feb/March 2017.
• Compared to the current detector:

• Similar sensor design, pixel size, module design concept.
• Change from analog readout chip to digital readout chip (ROC) —> reduced buffer 
overflow and inefficiency, increase data transmission speed

• Added layers, channels doubled, closer to beam
• 3 to 4-hit coverage—> increase track finding efficiency
• Closer to the beam —> improve vertex reconstruction

• Single-phase fluorocarbon (C6F14) to evaporative, bi-phase CO2 cooling: lower mass.

Fermilab



Building the forward pixel detector at Fermilab(SiDet)FPIX Detector Assembly!
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Outer Disk 1 Insertion

19 July 2016 S.Grünendahl – Pixel Phase 1 Integration 
Meeting 5

Inner Disk 1 Insertion

19 July 2016 S.Grünendahl – Pixel Phase 1 Integration 
Meeting 6

DCDC installation/testing 
•  This part is relatively trivial as the board is already assembled. Only installation. 
•  Test of each DCDC converter group by turning it off/on and reading out its power-status 

bit using the control mechanism through the CCU board. 
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The cables in this 
region still need to 
be dressed. 
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Arrival at CERN

Fermilab CERN

• Detector re-assembled after 
transportation at CERN main site.

• Detector tested/calibrated post-
transportation.
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System testing at CERN

• Very Tight schedule.

• First half cylinder arrived at CERN last September. 

• All four half cylinders tested within three months.—> allow for repairs after Christmas. 

• Checkout procedure shortened to less than one week. 

• Lots of work getting the detector to function properly

• Detector Checkout : Timing scan, adjust light level in optical fibers, adjust settings on the readout chip etc…  

• Exercised more advanced calibrations needed to have uniform response from all pixels. 

“PixelAlive” for 
One module, 

16 Readout chips
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Getting ready for collisions
• Status as of today:

• All four half cylinders have been tested at CERN main site. 

• They were thoroughly tested at Fermilab before transported to CERN. 

• Three transported to CMS site, tested, ready for installation. 

• Barrel part transported to CMS site, half of the barrel tested. 

• More than 99% working channels 

• Installation in ~2 weeks! 

• Commissioning& calibration will follow

• Need smooth transition from installation to physics data taking.

• Expecting LHC proton-proton beam for physics in June.

• New detector is getting ready to see tracks for the first time!
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