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DAQ Status and Uptime
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Highlights

* Far Detector:

— ldentified missing database entries

causing us to underestimate our POT Near Detector Noise Rate
fracti on 220 | Last Point = 20.480101 / Average = 25.760509 |
* After fixing this, our POT fraction is TZZ_ : ,
better than previously reported oo High noise rate
= after turning detector
* Near Detector: N3 4 Lackon &
. . 1007 |
— 4/10: ND chiller was taken off line for WE
maintenance 60—
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* Normal maintenance, but the back up 20 -
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st updated on: Sun Apr 16 03:11:44 2017 (central time) (Central tlme)
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* NOVA is very sensitive to changes in
water temperature and needed to be
stopped and HV turned off

* When HV is lost, detector can take up to
a day for noise to reach acceptable levels
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Last Week

- Landscape NOVA Computing Summary # Fermilab

" Average Jobs Running Concurrently ‘ Total Jobs Run y Average Time Spent Waiting in Queue (Production)
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54.7 TB 9.5PB

* Production continues, focusing on systematic variations for the cross-
section analyses and far detector simulation.

* Large number of failures over the weekend from jobs launched on Friday.
— A case where fixing one problem created other problems elsewhere.
— Went unnoticed until Monday because of the holiday weekend.
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