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Application: LArTest
• A standalone Geant4 application (developed by H. Wenzel)

– Cubic (5mx5mx5m) LAr fiducial volume
– GDML to assign step limits and sensitive detector to volumes
– Optical (scintillation) photons produced in sensitive detector

• Computing performance monitoring features
– Event time 
– Memory (IgProf, statm)
– Statistics for tracks/steps by the particle type

• Goal for profiling LArTests
– Monitor Geant4 part of computing performance changes with 

LAr detectors (energy, particle, physics list)
– Integrate into the Geant4 computing performance task 

(https://g4cpt.fnal.gov)

(more information at  https://g4cpt.fnal.gov/g4p/prplots/cpu_by_version.html)
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Profiler: Open|Speedshop (OSS)
• Comprehensive performance analysis for sequential, 

multithreaded, and MPI applications 
• Open source (the Krell institute, https://openspeedshop.org) 

and one of ASCR profiling tools (TAU, HPCToolkit, Jumpshot, ...) 
• The base functionality includes

– Sampling experiment (light-weighted)
– Support call stack analysis
– Hardware performance (PAPI) counters
– Multi-threaded, MPI profiling and tracing
– Memory function tracing, I/O profiling and tracing, and etc.

• Tested on a variety of Linux clusters and supports parallel 
hardware architectures (Intel MIC, NVIDIA CUDA) as well as 
HPC systems (Cray, Blue Gene)

(more information at  https://g4cpt.fnal.gov/g4p/prplots/cpu_by_version.html)
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OSS: Installation and Performance Measurement
● Installation: a typical build (with the version 2.2)       

● Running an experiment: unmodified binary instrumentation

● Performance analysis: GUI example with the output db file
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./install-tool	--build-krell-root	
--krell-root-prefix		${install_dir}/krellroot_v2.2	
--with-openmpi /usr/local/openmpi-1.8.1	

./install-tool	--build-offline	
--openss-prefix	${install_dir}/openspeedshop2.2
--krell-root-prefix	${install_dir}/krellroot_v2.2	
--with-openmpi /usr/local/openmpi-1.8.1

osspcsamp "lArTest lArBox.gdml profile.pi-5GeV”		[frequency]		

openss -f	lArTest-pcsamp.openss



OSS (GUI): Default View and Statistical Panel
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Sampling Experiments in OSS
• pcsamp (periodic sampling the program counters)

– low overhead overview of time distribution
• usertime (call path profiling)

– inclusive and exclusive timing data
– call paths, caller and callee relationships

• hwcsamp (periodic sampling hardware counters)
– profile of hardware counter events (PAPI events)

• pthreads (POSIX thread tracing)
• mem (memory tracing)

– call paths for memory related function call events
– aggregate and individual rank, thread, or processing timings

• io (I/O tracing)
• Many other useful experiments
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OSS: Measurement Overheads and Output Size
• pcsamp: exclusive time - insensitive to sampling frequency                    

(default 100Hz)

• usertime: inclusive time and call paths – large overhead                         
(default 35): similar overhead for hwcsamp
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Preliminary Performance Experiments with LArTest
• LArTest configuration

– Beam: 5 GeV pi-
– Step limit: 0.01 cm
– Physics list: FTFP_BERT + Standard EM
– 1000 events

• osspcsamp (100 Hz)
– I/O (digitization) ON
– Analysis ON

• ossusertime and osshwcsamp (35 Hz)
– I/O (digitization) OFF
– Analysis OFF
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osspcsamp LArTest: Functions (Exclusive CPU Time)

• I/O (zlib/root functions) are leading top functions (> 30%)
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osspcsamp LArTest: Statements (Line Numbers) 
• Select statement level granularity
• List line numbers in program that took most of time
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osspcsamp LArTest: Linked Objects 
• The library in which the associated function is located 

(aggregated by shared objects)
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ossusertime LArTest: Call Path (Functions) 
• Function calls observed anywhere in the stack
• The inclusive time taken by the function and all its callees
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ossusertime LArTest: Hot Call Path
• Relationship between caller and callee
• The paths through the application that take the most time
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ossusertime LArTest: Hot Call (Source)
• Exclusive time on highlighted lines that indicate relatively 

high CPU times
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Open|Speedshop: Experiments with Hardware Counters 
• Periodic sampling hardware counters (hwcsamp)
• Supports both derived and non-derived PAPI presets

– Ex.: Wilson intel12 nodes: 58 available events, 14 are derived
• A list of some possible hardware counter combinations 
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osshwcsamp LArTest: Hardware Counter Sampling
• ‘papi_avail -a’ will show available papi events on a system
• Metrics for INS, FLOPS, memory and resource patterns, …

16

PAPI	hwc



Code Performance by Hardware Counter Metrics
• Derivatives: examples 

• LArTest (Overall): 5 GeV pi- (Intel Xeon X5650@2.67GHz)
– IPC = 0.79 (relatively small)
– FMO = 0.32 

S.Y. Jun17

Hardware Counter 
Metrics  Derivatives

Performance

IPC
(Instruction/Cycle)

Large values suggest good balance with 
minimal stalls.

FPC
(FLOPS/Cycle)

Large values for floating point intensive codes 
suggests efficient CPU utilization 

FMO
(FLOPS/Memory Ops)

Good data locality, Computational Intensity 

LPC
(Loads/Cycle)

Useful for calculating FMO, may indicate good 
stride through arrays. 

SPC
(Stores/Cycle)

Useful for calculating FMO, may indicate good 
stride through arrays. 



Other useful OSS Features 
• Flexible analysis options (GUI, command line, online)
• Export report data in different formats (text, cvs, chart) 
• Multi-threading capability 
• Compare two experiments (osscompare): examples

– two releases
– two experiments with the different numbers of threads 

• Call path analysis based on DB 
• Experiments for parallel codes (MPI tracing)
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Summary and Plan
• Developed a standalone Geant4 application (LArtest) with a 

LAr fiducial volume and added functionalities for computing 
performance measurement and analysis

• Profiled LArTest with Open|Speedshop (and IgProf)
• Extend the test with other geometry descriptions 

• protodune.gdml (v3 from Tom Junk) 
• GDML extension for material properties  

• Monitor Geant4 part of computing performance changes for 
LAr-based detectors by
– Beam energy
– Particle type
– Physics list 
– Geant4 (reference) release
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LArTest: IgProf (TOTAL MEM)
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osshwcsamp LArTest: Libraries
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osshwcsamp LArTest: Statements
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