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DAQ Status and Uptime

0 99.3% uptime for last 4 weeks
(FarDet)

0 99.3% uptime for last 4 weeks
(NearDet)
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Far Detector
UTC days
Mon-Sun weeks

1 ¢ Delivered daily
1 » Recorded daily
|— Delivered weekly

1— Recorded weekly

Last full week

117.46x10"® delivered
117.34x10'® recorded
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Near Detector
UTC days

7] Mon-Sun weeks

1 ¢ Delivered daily
] Recorded daily
|— Delivered weekly
1— Recorded weekly

Last full week
117.46x10"® delivered
117.43x10'® recorded
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Computing: Last Week 1S,

Average Jobs Running Concurrently Total Jobs Run Average Time Spent Waiting in Queue (Production)
5181 143849 17.54 hour
Running Batch Jobs Queued Production Jobs by Wait Time
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188.5TB 10.7 PB

* Major task of the last week was the muon-removed, electron-added control sample.

— Some additional cycles dedicated to systematic samples for some sterile neutrino analysis.

* Poor efficiency over the weekend related to recently-produced files falling out of the
cache faster than expected.

* The next major task will likely be processing of the Far Detector data.
— Input data being prestaged from tape now using the dedicated pool set up by the dCache team.
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