Status of MicroBooNE




DAQ Uptime

DAQ Uptime BNB Uptime POT delivered POT on tape

95.80% (last week) 93.06% (last week) 6.0e18 (last week) 5.75e18 (last week)

POT weighted DAQ uptime

100 1.2} : : : DAQ UpTime Fraction
) Daily Average (7 days)
§ 1.0
-~ - 1o}
g 75 8
C § 0.8 S
Q g
e} 50 Ry S I SR .
g s
Rey >
o R ® ® ES S S R B S
2 25 ) ) N 10 N ) © < N
s 5 | 5 |3 |3 |8 |5 | & |8
(@) 0.2F : :
Q. z s

0.0

0\\k\z\%’%\%ﬁ%&&@}%&\%}%&a@&&%@h\a\ﬁﬁﬁﬁo'\1 sy % N o™ o % & % & &% & o N > o > .

Kolahal B}mttccharyq
Week



Computing Summary

running smoothly

MicroBooNE Computing Summary

= Landscape

Average Jobs Running Concurrently Total Jobs Run Average Time Spent Waiting in Queue (Production)
L]
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Running Batch Jobs Queued Production Jobs by Wait Time
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» Running smoothly, no major issues

v

New heavy sterile neutrino trigger implemented and the MicroBooNE
control room computers underwent a successful kernel update.

Gain adjustment of PMT(s) on Sunday afternoon during beam downtime.
5 talks at the New Perspectives conference

4 posters at User's meeting (2 wins among 3 awards!!l)
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New public note on measurement of charged particle track multiplicities
in charged current muon neutrino inferactions in Argon

» Projected power outage on June 17 in Wilson Hall.
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Thanks to shifters and RunCo team
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