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DAQ Uptime

DAQ Uptime BNB Uptime POT delivered POT on tape

98.0% (last week) 80.40% (last week) 4.91e18 (last week) 4.80e18 (last week)
POT weighted DAQ uptime
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Computing Summary

{MiroBooNEy |
‘ Landscape MicroBooNE Computing Summary

Average Jobs Running Concurrently Total Jobs Run Average Time Spent Waiting in Queue (Production)
1559 300611 7.2 min

Running Batch Jobs Queued Production Jobs by Wait Time

6/14 [; / 3 6 4 15 6

Production Onsite User Onsite Allocation == Production OSG == User 0SG >7 days 2-7 days 24-48 hours == 8-24 hours 4-8 hours 1-4hours ==<1hour ==new

Job Success Rate Job Success & Failures per Day Overall CPU Efficiency Total Time Wasted by Running Jobs

) 6/14 /

6/16 6/12
== Success Fail == Held == Instantaneous Cumulative

New Data Cataloged Total Data Cataloged

200.2 TB 10.6 PB
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» The RWM experienced some instabilities associated with a change in the
linac laser notcher switch.

» Operationsin ROC west proceeded well through the planned power
outage to ROC west on Saturday.

» MicroBooNE continues to refine our final schedule for the summer

shutdown with our Cryo team and with MicroBooNE's Technical Board
(next week).
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Thanks to shifters and RunCo team
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