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The purpose of this presentation is to make the
Council aware of the 2nd “NSF Large Facilities
Cyberinfrastructure Workshop”

http://facilitiesci.org
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Trends in Academic R&D Funding of Science and

Engineering

NS . National Science Board | Science & Engineering Indicators 2016

il Figure 5-1

Academic S&E R&D expenditures, by source of funding: FYs 1972-2014
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2 Academic institutions” funds exclude research funds spent from multipurpose accounts.
SOURCE: National Science Foundation, National Center for Science and Engineering Statistics, Higher Education Research and
Development Survey.
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Clear long term
and
short term trend
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3 Tiers: NIH, DOD&NSF, Others =%

Grid LICSD

October 3rd,

.G. slide 5: Points out that there are 3 tier’s in scale, and that

NSF is the most broad among the agencies.

NSF view of Science and Engineering Frontiers is
Multidisciplinary

Jdl Figure 5-9
Federally linanced academic R&D expendilures, by agency amd S&E flield: Fy 2011
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DOD - Department of Defense; DOE — Department of Encrgy: HES — Doparmment of Health and Human Serviccs; NASA —
MNariona A=ranarics and Space Administration; N5 = National Seience | aundation; LISDA = 1.5, Department of Agriculturs

SOURCE: National Scicnee Foundation, National Conter for Science and Engincering Statistics, Higher Education Reszarch and
Deve'cpment Survey, 2014. Scc appendix tablc 5 7.
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Facilities are Increasingly Cl Intensive ... and dependent on robust, reliable, and
highly connective CI
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NSF “Big ldeas” — each have demanding CI
mplicat
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o OSG has an obvious role to play here as we —/=
support Cl for 2/3 of the pictured instruments. | J(“\QD
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Dynamic discovery pathways at scale: Architecture view
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NSF Advisory Committee for Advanced Cyberinfrastructure (ACCI)

National Academies report on NSF Advanced Computing (2016):
- Future Directions of NSF Advanced Computational Infrastructure to Support US
Science in 2017 - 2022

RN

v NSF RFI on Future Needs for Advanced Cyberinfrastructure to Support
Science and Engineering Research (NSF CI 2030), (2017)

v Joint agency assessment of the NSCI Exascale RFI (2015):
- NSF Assessment of Responses to the Request for Information (RFI) on Science
Drivers Requiring Capable Exascale High Performance Computing

v Workshops and Reports, e.g.:
- Software Infrastructure 2017 Pl Workshop ,

- Building a Materials Data Infrastructure

R |/
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Summary

The National Science Foundation (NSF) asked the National Academies of Sciences, Engineering,
and Medicine to provide a framework for future decision-making about NSF’s advanced computing 1 .
strategy and programs. Advanced computing refers here to the advanced technical capabilities, including O n Pag e 1 Of th e S u m m a ry It SayS .
computer systems, software, and expert staff, that support a wide range of science and engineering
research and that are of a large enough scale and cost that they are typically shared among multiple
researchers, institutions, and applications. Advanced computing encompasses support for data-driven
research as well as modeling and simulation.

The recommendations of the Committee on Future Directions for NSF Advanced Computing I n c re a s e d a d Va n ce d C o m p u t i n g Ca p a b i I ity

Infrastructure to Support U.S. Science in 2017-2020 are aimed at achieving four broad goals: (1)
itioning the United States f¢ tinued leadership in sci d engineering, (2 ing that H H H
Feources ot community eets, 3 aiim e senic communty n kepng p winne wonionn [1AS istorically enabled new science,
computing, and (4) sustaining the infrastructure for advanced computing. .
and many fields today rely on
POSITION THE UNITED STATES FOR CONTINUED LEADERSHIP - - -
IN SCIENCE AND ENGINEERING high-throughput computing for discovery
|

Large-scale simulation and the accumulation and analysis of massive amounts of data are
revolutionizing many areas of science and engineering research. Increased advanced computing capability
has historically enabled new science, and many fields today rely on high-throughput computing for
discovery. Modeling and simulation, the historical focus of high-performance computing, is a well-
established peer of theory and experiment. Data-driven research, a complementary “fourth paradigm” for
scientific discovery, needs data-intensive computing capabilities and resources. To support this research,
NSF is a major provider of the advanced computing used for U.S. basic science, for not only its own
grantees but also in support of research sponsored by other agencies, such as the National Institutes of
Health and the Department of Energy.

Meeting future needs will require systems that support a wide range of advanced computing
capabilities, including large-scale parallel systems and data-intensive systems. Approaches that combine We co u I d n ot h ave as ke d fo r
large-scale computing and data resources in “converged” systems can play a role; more specialized
systems may also be needed to meet some requirements. Commercial cloud computing offers certain - -
advantages and can play a role in NSF’s advanced computing strategy. However, NSF computing centers a O e o e t e t O Of H T C
already exploit economies of scale and load sharing, and commercial cloud providers do not currently m r p r m I n n m n I n
support very large, tightly coupled parallel applications, especially for high-end simulation workloads.
For other applications, especially data-centric workloads and communities that share data sets, cloud - - ' ' '
computing is positioned today to play a growing role. I n I S re p o ']
Recommendation 1. NSF should sustain and seek to grow its investments in advanced computing—to
include hardware and services, software and algorithms, and expertise—to ensure that the nation’s
researchers can continue to work at frontiers of science and engineering.

Recommendation 1.1. NSF should ensure that adequate advanced computing resources are
focused on systems and services that support scientific research. In the future, these requirements

will be captured in its roadmaps.

PREPUBLICATION COPY—SUBJECT TO FURTHER EDITORIAL CORRECTION
S-1
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Recommendation 2.1. NSF should integrate support for the revolution in data-driven science
into NSF’s strategy for advanced computing by (a) requiring most future systems and services
and all those that are intended to be general purpose to be more data-capable in both hardware
and software and (b) expanding the portfolio of facilities and services optimized for data-
intensive as well as numerically-intensive computing, and (c) carefully evaluating inclusion of
facilities and services optimized for data-intensive computing in its portfolio of advanced
computing services.

Recommendation 2.2. NSF should (a) provide one or more systems for applications that require
a single, large, tightly coupled parallel computer and (b) broaden the accessibility and utility of
these large-scale platforms by allocating high-throughput as well as high-performance workflows
to them.

It’s hard too imagine language that is
more directly advocating for what we do best.
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Draft OAC Principles

« Promote Science Excellence
* Enable fundamentally new scientific advances

* Attend to the current trends in research
» Multidisciplinary, geo/institutionally-agnostic research and research teams
« Complex problems; dynamic workflows; data-rich
» Robust and reliable science

» Focus on Unique NSF contributions to ClI support for Research

* Holistic view:
 Build capability, capacity, and cohesiveness of national Cl Ecosystem

* Consider both human and technical aspects of Cl
* “Lean forward” to new approaches and technologies

* Act as a model steward

* Encourage reuse of investments in Cl
* from industry, federal agencies, academic institutions, etc.

* Foster partnerships and community development
* Incent measurement and sharing of results

A
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Draft OAC Principles

« Promote Science Excellence
* Enable fundamentally new scientific advances

* Attend to the current trends in research
» Multidisciplinary, geo/institutionally-agnostic research and research teams
« Complex problems; dynamic workflows; data-rich
» Robust and reliable science

» Focus on Unique NSF contributions to ClI support for Research

* Holistic view: . .
- Build capability, capacity, and cohesiveness of national Cl Ecosyst Be mindful of this !

* Consider both human and technical aspects of Cl
* “Lean forward” to new approaches and technologies

* Act as a model steward

* Encourage reuse of investments in Cl
* from industry, federal agencies, academic institutions, etc.

* Foster partnerships and community development
* Incent measurement and sharing of results
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e OSG is as relevant today as it has ever been.

e HTC is totally mainstream, and nobody does it better
than us.

e \We have two obvious slam dunks to focus on in our pitch
to the NSF:

e Large Facilities

e LIGO, IceCube, DES, LSST, SPTPol, Xenon1T, ...
are our natural allies in addition to the LHC.

e University ClI

e especially when it comes to inter institutional
integration.



