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function of jet pT for (a) |⌘| < 0.6 and (b) 0.6 < |⌘| < 1.1.
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Calorimeter Response to Isolated Charged Hadrons

DPF2017 @ Fermilab | Joakim Olsson (University of Chicago)

‣ Important for validation of hadronic shower modeling 
(e.g. GEANT4 comparisons) and detector geometry 

‣ Important input to jet energy scale uncertainty (JES)

arXiv:1607.08842 [hep-ex]
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Fig. 38: Ratio of the average jet response hpjet
T /pref

T i measured in data to that measured in MC simulations for jets within |h |< 1.2
as a function of the transverse jet momentum pjet

T . The data-to-MC jet response ratios are shown separately for the three in situ
techniques used in the combined calibration: direct balance in Z–jet events, MPF in g–jet events, and multijet pT balance in
inclusive jet events. The error bars indicate the statistical and the total uncertainties (adding in quadrature statistical and systematic
uncertainties). Results are shown for anti-kt jets with R = 0.4 calibrated with the (a) EM+JES and the (b) LCW+JES scheme.
The light band indicates the total uncertainty from the combination of the in situ techniques. The inner dark band indicates the
statistical component only.

bins of pref
T and within |hdet| < 1.2, and are evaluated at the

barycentre hpref
T i of each pref

T bin, for each hdet range.13

First, a common, fine pT binning is introduced for the com-
bination of methods. In each of these pT bins, and for each
in situ method that contributes to that bin, the data-to-MC re-
sponse ratio is determined using interpolating splines based
on second-order polynomials. The combined data-to-MC ratio
Rextrap(hpjet

T i,hdet) is then determined by the weighted average
of the interpolated contributions from the various methods. The
weights are obtained by a c2 minimisation of the response ra-
tios in each pT bin, and are therefore proportional to the inverse
of the square of the uncertainties of the input measurements.
The local c2 is also used to test the level of agreement between
the in situ methods.

Each uncertainty source of the in situ methods is treated as
fully correlated across pT and hdet, while the individual uncer-
tainty sources inside a method and between the methods are
assumed to be independent of each other. The full set of uncer-
tainties is propagated from the in situ methods to the combined
result in each pT bin using pseudo-experiments [3]. For some
applications like the combination and comparison of several
experimental measurements using jets, it is necessary to un-
derstand the contribution of each uncertainty component to the
final total uncertainty. For this purpose, each uncertainty com-
ponent is propagated separately from each in situ method to
the combined result. This is achieved by coherently shifting all
the correction factors obtained by the in situ methods by one

13 Since hpjet
T /pref

T i is close to unity for all pref
T bins, the bin barycen-

tre hpref
T i is a good approximation of hpjet

T i. In the following pjet
T is

used.

standard deviation of a given uncertainty component, and re-
doing the combination using the same set of averaging weights
as in the nominal combination. The comparison of the shifted
average correction factors with the nominal ones provides the
propagated systematic uncertainty.

To account for potential disagreement between in situ mea-
surements constraining the same term (referred to as measure-
ments which are in tension), each uncertainty source is rescaled
by the factor

p
c2/dof, if this factor is larger than 1. This is

conservative, as values of
p

c2/dof larger than 1 can also be
reached due to statistical fluctuations.

Rextrap(hpjet
T i,hdet) = 1/c is used as the in situ correction

calibration factor and its inverse c is applied to data. The cor-
rection factor still contains part of the statistical fluctuations of
the in situ measurements. The influence of the statistical fluctu-
ations is reduced by applying a minimal amount of smoothing
using a sliding Gaussian kernel to the combined correction fac-
tors [3].

Each uncertainty component from the in situ methods is
also propagated through the smoothing procedure. Propagating
information between close-by pT regions, the smoothing proce-
dure changes the amplitude of the uncertainties (e.g. reducing
them at low pT).

13.3 Uncertainty sources of the in situ calibration
techniques

The in situ techniques usually rely on assumptions that are
only approximately fulfilled. One example is the assumption
that the calibrated jet and the reference object are balanced in

JES from multijet balance Bottom-up JES

arXiv:1406.0076 [hep-ex]

https://arxiv.org/abs/1607.08842
https://arxiv.org/abs/1406.0076
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Calorimeter Response to Isolated Charged Hadrons

DPF2017 @ Fermilab | Joakim Olsson (University of Chicago)

‣ Momentum from tracks, i.e. isolated charged hadrons (pions, Kaons, 
protons) from the inner detector 

‣ Extrapolate tracks to the calorimeter and sum energy in a cone of 
ΔR<0.2 to form E/p 

‣ Track-isolation: no other tracks within ΔR<0.4 
‣ Subtract neutral backgrounds (mainly due to Kaons or neutral pions)

Ecells,clusters

ptrack



1. Track parameters and 
their associated errors are 
propagated to the ATLAS 
calorimeter 

2. Track η,φ coordinates are 
stored for each 
calorimeter layer 

3. Most energetic sampling 
layer of a cluster is 
identified: If the track η,φ 
are within ΔR =0.2 of the 
energy-weighted center 
of the cluster, the track 
and cluster are matched
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Track Extrapolation and Track-Cluster Matching

DPF2017 @ Fermilab | Joakim Olsson (University of Chicago)

THE TRACK EXTRAPOLATION PACKAGE IN THE NEW ATLAS
TRACKING REALM

A. Salzburger , Leopold-Franzens-University, Innsbruck, Austria

Abstract
The extrapolation of track parameters and their associ-

ated covariance matrices to arbitrarily oriented surfaces of
different types inside a non-uniformmagnetic field is a fun-
damental element of any tracking software. It has to take
multiple scattering and energy loss effects along the prop-
agated trajectories into account. A good performance in
respect of computing time consumption is crucial due to
hit and track multiplicity in high luminosity events at the
LHC and the small time window of the ATLAS high level
trigger. Therefore stable and fast algorithms for the trans-
port of the track parameters and their associated covariance
matrices in specific representations to different surfaces in
the detector are required. The recently developed track ex-
trapolation package inside the new ATLAS offline tracking
software is presented in this document.

INTRODUCTION
During the recent redesign of the ATLAS offline recon-

struction software, a new track extrapolation package has
been developed within the C++ based software framework
ATHENA [1]. The transportation of track parameters and
their associated covariancematrices to a given detector sur-
face is a fundamental and frequently performed process in
most track fitting algorithms. In general, the extrapolation
process can be divided into two parts. The first step is the
geometrical transport of the track parameters respectively
covariance matrices to given surfaces and will be in the fol-
lowing referred to as propagation, Fig. 1 shows a simplified
illustration of such a propagation. The second procedure is
the update of the propagated parameters and errors, taking
multiple Coulomb scattering and energy loss effects dur-
ing the propagation process into account. This note covers
mainly the first part of the extrapolation process.

THE EXTRAPOLATION PACKAGE
DESIGN

The extrapolation package is fully integrated into the
ATHENA framework and based on the recently developed
ATLAS Event Data Model (EDM) with its associated com-
mon tracking algorithms and data classes [2]. The main in-
gredients of the extrapolation package are AlgTool classes
that inherit from the GAUDI [3] AlgTool interface class.
AlgTools are managed by a central GAUDI service and can

Andreas.Salzburger@cern.ch

Surfa
ce A

pAmA

mB

pB

Surface B

Figure 1: Schematic representation of the transportation of
track parameters and their associated errors from Surface
A to Surface B. The track parameters on surface are il-
lustrated by a local position and its error ellipse, such
as a momentum vector and a cone representing the error
on the momentum direction. The error on the magnitude of
the momentum is omitted in this illustration.

be retrieved from this service at any point in the program
flow.
The steering of the propagation setup, including the

setup of the magnetic field, the propagation algorithm and
surface finding logics is done by dedicated python classes.
The extrapolation process can be driven in two differ-

ent modes, a preconfigured and an unconfigured mode. In
the preconfigured mode, the underlying propagation setup
(type of propagation, magnetic field setup) is fully deter-
mined at startup of the program and should be used for ex-
pectable situations in the program flow.
The unconfigured mode is characterized by the fact that

the Propagator AlgTool itself is passed to the Extrapolator
AlgTool, following a strategy pattern design. This allows
an optimization of the extrapolation process by dynami-
cally choosing the propagation algorithms depending on
the situation specific parameters, such as the magnetic field,
an estimated propagation distance or even starting track pa-
rameters characteristics. Various instances of Extrapolator
AlgTools in different configurations can be used in parallel.

Design Principles
The following design principles have been respected dur-

ing the implementation of the ATLAS tracking EDM:

Lazy Initialization: Amajor design pattern for all data
classes in the new ATLAS tracking realm has been the
concept of lazy initialization, i.e. that quantities (im-

x = (l1, l2,�, ✓, c/p)

Track



(a) (b)

Figure 1: An illustration (a) of the construction of the E/p variable used throughout this paper. The particle is
identified by matching a track (green) with momentum p to topological energy clusters in the EM and hadronic
calorimeters (red), while nearby topological energy clusters from neutral-particle background (light blue) must be
removed. The red (black) dashed circle on the horizontal plane has a radius �R = 0.1 (0.2) around the track. The
same diagram is shown for the neutral-particle background selection (b), described in Section 4.2. The construc-
tion is similar, but the energy deposited in the EM calorimeter by the particle is required to be consistent with a
minimally-ionising particle (MIP).

from noise; however, this tail is only a very small fraction of the distribution. In the same |⌘| region but
at higher momenta, the amount of energy from neutral-particle backgrounds is overestimated by the MC
simulation, as can be seen from the high E/p region in Figure 2(b).

The fraction of the distribution with E  0 can be further examined to understand features of the geometry,
hadronic interaction models, and noise modelling. No requirement is placed on the number of TRT hits
associated to the track for these distributions in order to include particles that may have undergone a
hadronic interaction earlier in the ID. This fraction for inclusive charged particles is shown in Figure 3
as a function of track momentum and |⌘| separately for tracks of positive and negative charges. The bin
edges in |⌘| in these distributions follow geometric features of the calorimeters. The 2010 and 2012 data
are shown separately and display similar features. This fraction is directly displayed as a function of
the number of traversed interaction lengths of material as described by the geometry of the simulation in
Figure 4 for tracks with 1.2 < p/ GeV < 1.8. The fraction of the distribution with E  0 increases with
|⌘| and interaction lengths, as the detector material increases, and decreases with momentum. Di↵erences
between the two charge distributions are clearly visible, particularly at low momenta. These di↵erences
are closely related to the population of particle species present in the two samples and is discussed further
in Section 5.4. The data and MC simulation are discrepant across a large range of interaction lengths and
|⌘| regions, indicating that the modelling of hadronic interactions, rather than of geometry, is primarily
responsible for this discrepancy.

Detector noise, which is largely symmetric, drives the portion of the response distribution with E < 0.

8

1. Select late-showering hadrons by 
requiring a small amount of energy in 
the EM calorimeter,                        ,                                
and 

2. Measure EEM in an annulus with  
0.1 ≤ ΔR ≤ 0.2 over many events in  
a given p and η bin 

3. The corrected E/p becomes:  
 
 
       where 

5

Neutral Background Subtraction

DPF2017 @ Fermilab | Joakim Olsson (University of Chicago)

Assumption: Energy in the EM calorimeter from neutral hadrons 
is independent of the energy deposited by the selected track 

E0.1
EM < 1.1 GeV

0.4 < E0.1
HAD

/p < 0.9

hE/pi = hE/piRAW � 4

3
⇥ hE/piBG

hE/piBG = hE
0.2
EM � E0.1

EM

p
i



C
O

R
〉p

E/〈
0.2−

0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4

 [GeV]p
0.5 1 2 3 4 5 6 7 10 20 30

0.5
1.0
1.5

〉µ〈Data 2015, Low-
Pythia MinBias| < 0.6η|

D
at

a/
M

C

〉µ〈Data 2015, Low-
Pythia MinBias| < 0.6η|

ATLAS Work-in-progress
-1 = 13 TeV, 1.6 nbs

BG〉p
E/〈

0.2−

0.0
0.2
0.4
0.6
0.8
1.0
1.2

 [GeV]p
0.5 1 2 3 4 5 6 7 10 20 30

0.5
1.0
1.5

〉µ〈Data 2015, Low-
Pythia MinBias| < 0.6η|

D
at

a/
M

C

〉µ〈Data 2015, Low-
Pythia MinBias| < 0.6η|

ATLAS Work-in-progress
-1 = 13 TeV, 1.6 nbs

R
AW

〉p
E/〈

0.2−

0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4

 [GeV]p
0.5 1 2 3 4 5 6 7 10 20 30

0.5
1.0
1.5

〉µ〈Data 2015, Low-
Pythia MinBias| < 0.6η|

D
at

a/
M

C

〉µ〈Data 2015, Low-
Pythia MinBias| < 0.6η|

ATLAS Work-in-progress
-1 = 13 TeV, 1.6 nbs

6

Measured Average E/p Response

DPF2017 @ Fermilab | Joakim Olsson (University of Chicago)

hE/piCOR vs. p

hE/piRAW vs. p

hE/piBG vs. p
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Figure 9: hE/piCOR as a function of track momentum, for tracks with (a) |⌘| < 0.6, (b) 0.6 < |⌘| < 1.1, (c)
1.8 < |⌘| < 1.9, and (d) 1.9 < |⌘| < 2.3. Tracks not matching any topological energy clusters in the calorimeter are
included. The bottom portion of each panel shows the ratio of MC simulation to data. The uncertainties shown are
statistical uncertainties only.
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Measured Average E/p Response Compared with Run-I

DPF2017 @ Fermilab | Joakim Olsson (University of Chicago)

‣ Work is ongoing to update the Run-I E/p results
Run 1

Run 2

arXiv:1607.08842 [hep-ex]

https://arxiv.org/pdf/1607.08842v1.pdf
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N(E ≤0)/N Compared with Run-I
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Figure 3: The fraction of tracks as a function (a, b) of momentum and (c, d) of |⌘| with E  0 for tracks with
positive (a, c) and negative (b, d) charge. The bottom portion of each panel shows the ratio of MC simulation to
data, separately for 2010 and 2012, and separately for the two physics lists. The error bars represent statistical
uncertainties.
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Run 1 Run 2

arXiv:1607.08842 [hep-ex]

‣ Significant decrease in  
for tracks with p < 3 GeV 

‣ Consistent with increased 
fraction of tracks with E ≤0 for 
p < 3 GeV

hE/piCOR
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The ATLAS Hadronic Tile Calorimeter (TileCal)

DPF2017 @ Fermilab | Joakim Olsson (University of Chicago)

‣ Hadronic non-compensating sampling calorimeter 
• Composed of steel absorbers and ~500,000 scintillating tiles 
• Read out via fibers coupled to ~10,000 photo-multiplier tubes (PMTs) 
• 2 PMTs per cell ~ 5000 cells 

‣ TileCal (together with the LAr EM calorimeter) is crucial for 
measuring energy and direction of hadrons

Photomultiplier

Wavelength-shifting fibre

Scintillator Steel

Source

tubes
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TileCal Studies: Measured Average E/p Response
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hE/pi vs. p
hE/pi vs. ⌘

Low (~1) number of pp collisions per bunch crossing
Source: https://twiki.cern.ch/twiki/bin/view/AtlasPublic/ApprovedPlotsTileSingleParticleResponse

‣ Selections to reject background 
• Charged hadrons: No other tracks allowed within a cone of ∆R < 0.4 of selected track 
• Neutral hadrons: Energy in EM calo compatible with minimum ionizing particle  
• Muons: Require a 70% of the energy to be deposited in TileCal 

‣ Good agreement between Data and MC
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TileCal Studies: Measured Average E/p Response

DPF2017 @ Fermilab | Joakim Olsson (University of Chicago)

hE/pi vs. p

hE/pi vs. ⌘
hE/pi vs. hµi

Multiple pp collisions per bunch crossing (pile-up)

hµi = 13.7
2015:

Source: https://twiki.cern.ch/twiki/bin/view/AtlasPublic/ApprovedPlotsTileSingleParticleResponse
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Summary

DPF2017 @ Fermilab | Joakim Olsson (University of Chicago)

‣ Measurements of the calorimeter response to single 
isolated charged hadrons (E/p) is useful for 
validation of hadronic shower modeling and 
detector geometry and provides an important input 
to the jet energy scale uncertainty 

‣ ATLAS 13 TeV E/p measurements where presented 
‣ Measurements of the average E/p as a function of 

momentum and pseudo-rapidity in the ATLAS 
hadronic (Tile) calorimeter show good agreement 
between simulation and data



Thanks for your 
attention!



Additional material
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The ATLAS Experiment

DPF2017 @ Fermilab | Joakim Olsson (University of Chicago)
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The ATLAS Experiment

DPF2017 @ Fermilab | Joakim Olsson (University of Chicago)
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ATLAS Jet Energy Scale Uncertainty @ 13 TeV

DPF2017 @ Fermilab | Joakim Olsson (University of Chicago)
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E/p Measurements in ATLAS

DPF2017 @ Fermilab | Joakim Olsson (University of Chicago)

‣ Calorimeter response in Run-I determined using 
• Combined test beam measurements, Monte Carlo, and in-situ E/p 

measurements for π± 
• In-situ measurements of Z to ee decays using 2010 data for π0 

‣ Run-II E/p measurements performed using 1.6 nb-1 of 
2015 low-µ minimum bias data 
• My studies mostly focused on the Tile Calorimeter  

(which was ATLAS authorship qualification task) 
• I’m also part of an effort of deriving more general ATLAS E/p results, 

hopefully public results should be ready within a few months.  
• The plan is to also include 2016 (and at some point 2017) data.
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TileCal Studies: Event and Track Selections

‣ Standard ATLAS event and track selections  
• Using Minimum bias trigger 

‣ Track isolation 
• No other tracks are allowed within a cone of ∆R < 0.4 of the selected track 

‣ Track-cluster/cell matching 
• Energy deposits associated with a cluster are matched to a track if ∆R < 0.2 

between the cluster/cell and the track (extrapolated to the most energetic sampling 
layer of a cluster) 

‣ Reject background from neutral hadrons and muons and ensure that a 
significant fraction of the total energy is deposited in TileCal 
• Track p > 2 GeV and |η | < 1.7 GeV

- Increase fraction of particles depositing significant energy fraction in TileCal) 
• EEM < 1 GeV

- Energy deposited in EM calo compatible with minimum ionizing particle 
• ETile / ETot. > 0.7

- Reject background contamination from muons

DPF2017 @ Fermilab | Joakim Olsson (University of Chicago)
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Measured E/p Response Compared with Run-I

DPF2017 @ Fermilab | Joakim Olsson (University of Chicago)

‣ Work is ongoing to update the Run-I E/p results
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Figure 2: The E/p distribution for isolated tracks with (a) |⌘ | < 0.6 and 1.2  p/ GeV < 1.8; (b) |⌘ | < 0.6 and
2.2  p/ GeV < 2.8; (c) 1.9  |⌘ | < 2.3 and 2.8  p/ GeV < 3.6; (d) |⌘ | < 0.6 and 1.2  p/ GeV < 1.8 and high
hµi (9.6 < hµi < 20.6). The error bars represent statistical uncertainties.

The fraction of the distribution with E  0 can be further examined to understand features of the geometry,277

hadronic interaction models, and noise modeling. No requirement is placed on the number of TRT hits278

associated to the track for these distributions in order to include particles that may have undergone a279

hadronic interaction earlier in the ID. This fraction for inclusive charged particles is shown in Figure 3 as a280

function of track momentum and |⌘ | separately for tracks of positive and negative charges. The 2010 and281

2012 data are shown separately and display similar features. This fraction is directly displayed as a function282

of the number of traversed interaction lengths of material as described by the geometry of the simulation283

in Figure 4 for tracks with 1.2  p/ GeV < 1.8. The fraction of the distribution with E  0 increases with284

|⌘ | and interaction lengths, as the detector material increases, and decreases with momentum. Di�erences285

between the two charge distributions are clearly visible, particularly at low momenta. These di�erences286

are closely related to the population of particle species present in the two samples and will be discussed287

further in Section 5.4. The data and MC are discrepant across a large range of interaction lengths and288

|⌘ | regions, indicating that the modeling of hadronic interactions, rather than of geometry, is primarily289

responsible for this discrepancy.290

Detector noise, which is largely symmetric, drives the portion of the response distribution with E < 0.291

This region is dominated by particles that did not have any significant energy deposited in the calorimeter.292
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