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Chapter 1 
Introduction 



Ab-initio nuclear theory 
•  Atomic nuclei are strongly interacting many-body systems exhibiting fascinating properties 

including: shell structure, pairing and superfluidity, deformation, and self-emerging clustering.

• Understanding their structure, reactions, and electroweak properties within a unified framework 
well-rooted in quantum chromodynamics has been a long-standing goal of nuclear physics. 



• Nuclei are self-bound system whose structure is dictated by strong and electromagnetic forces

• It is truly astonishing that the nuclear chart is fully determined by only five parameters:                
the up-, down- and strange-quark masses, the overall scale of the strong interactions and the 
electromagnetic coupling constant
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• Owing to its non-abelian character, QCD is strongly non-perturbative in its coupling constant 
at “large” distances.

• Lattice-QCD is the most reliable way of “solving” 
QCD in the low-energy regime, and it promises to 
provide a solid foundation for the structure of nuclei 
directly from QCD

Lattice QCD  
QFT in a Finite and Discretized Spacetime

Lattice Spacing :

1/Λχa << 

m⇡L >> 2⇡
Lattice Volume : 

Extrapolate to a = 0 and L =1

(Nearly Continuum)

(Nearly Infinite Volume)

Systematically remove non-QCD parts of calculation
11

• The applicability of Lattice-QCD is limited to few 
body systems, (A<4), and to a nuclear physics in 
which the pion mass must be kept much higher 
than the physical one. 

Courtesy of M. Savage 

• Capitalizing on Lattice-QCD calculations at quark masses heavier than found in Nature, we try to 
understand whether Standard Model parameters might have to be finely tuned for nuclei to be 
stable: a problem as intriguing as that of the cosmological constant. 

• Lattice-QCD inputs are essential when experimental data are scarce, as in the determination of the 
nucleon axial form factor, nucleon-hyperon, and three-neutron interactions 

From QCD to nuclear physics 



From QCD to nuclear physics 
• At the energy regime relevant for the description of nuclei, quark and gluons are confined inside 
hadrons. Nucleons can treated as point-like particles interacting through the Hamiltonian 

H =
X

i

p2
i

2m
+

X

i<j

vij +
X

i<j<k
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• Effective field theories are the link between QCD and nuclear observables. They exploit the 
separation between the “hard” (M~nucleon mass) and “soft” (Q ~ exchanged momentum) scales
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Figure 1: Hierarchy of nuclear forces in ChPT. Solid lines represent nucleons and dashed lines pions. Small dots, large solid
dots, solid squares, and solid diamonds denote vertices of index � = 0, 1, 2, and 4, respectively. Further explanations are
given in the text.

The reason why we talk of a hierarchy of nuclear forces is that two- and many-nucleon forces are created
on an equal footing and emerge in increasing number as we go to higher and higher orders. At NNLO, the
first set of nonvanishing three-nucleon forces (3NF) occur [70, 71], cf. column ‘3N Force’ of Fig. 1. In fact, at
the previous order, NLO, irreducible 3N graphs appear already, however, it has been shown by Weinberg [52]
and others [70, 127, 128] that these diagrams all cancel. Since nonvanishing 3NF contributions happen first
at order (Q/⇤

�

)3, they are very weak as compared to 2NF which start at (Q/⇤
�

)0.
More 2PE is produced at ⌫ = 4, next-to-next-to-next-to-leading order (N3LO), of which we show only

a few symbolic diagrams in Fig. 1. Two-loop 2PE graphs show up for the first time and so does three-pion
exchange (3PE) which necessarily involves two loops. 3PE was found to be negligible at this order [57, 58].
Most importantly, 15 new contact terms ⇠ Q4 arise and are represented by the four-nucleon-leg graph with
a solid diamond. They include a quadratic spin-orbit term and contribute up to D-waves. Mainly due to
the increased number of contact terms, a quantitative description of the two-nucleon interaction up to about
300 MeV lab. energy is possible, at N3LO (for details, see below). Besides further 3NF, four-nucleon forces
(4NF) start at this order. Since the leading 4NF come into existence one order higher than the leading 3NF,
4NF are weaker than 3NF. Thus, ChPT provides a straightforward explanation for the empirically known
fact that 2NF � 3NF � 4NF . . . .

4. Two-nucleon interactions

The last section was just an overview. In this section, we will fill in all the details involved in the ChPT
development of the NN interaction; and 3NF and 4NF will be discussed in Section 5. We start by talking
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The nuclear Hamiltonian 
• Ab initio approaches are based on the non relativistic hamiltonian

H =
X

i
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2m
+
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i<j

vij +
X

i<j<k

Vijk + . . .

Realistic nucleon-nucleon potentials are controlled by ~4300 np and pp scattering data below 350 
MeV of the Nijmegen database (Saori’s lectures) 
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Three-nucleon interactions effectively include the lowest nucleon excitation, the ∆(1232) 
resonance, end other nuclear effects
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(Much) more in Saori’s lectures!



Nuclear currents 
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FIG. 4: (Color online) Magnetic moments in nuclear magne-
tons for A ≤ 9 nuclei. Black stars indicate the experimen-
tal values [35–37], while blue dots (red diamonds) represent
GFMC calculations which include the IA one-body EM cur-
rent (total χEFT current up to N3LO). Predictions are for
nuclei with A > 3.

and the NLO OPE term contributes in both the trinu-
cleon clusters and in between the trinucleon clusters and
the valence pp (nn) pair. The IA m.m. for 9Be is close
to the experimental value, while those for 9Li and 9C
are far from the data, so this pattern of small and large
MEC corrections provides good overall agreement with
the data.

The χEFT results reported in Tables III and V are
summarized in Fig. 4, where the experimental data [34–
37] (there are no data for the m.m. of 9B) are repre-
sented by black stars. We show also the experimen-
tal values for the proton and neutron m.m.’s, as well
as their sum, which corresponds to the m.m. of an S-
wave deuteron. The experimental values of the A = 2–3
m.m.’s have been utilized to fix the LECs, therefore pre-
dictions are for A > 3 nuclei. The blue dots labeled
as GFMC(IA) represent theoretical predictions obtained
with the standard IA one-nucleon EM current entering
at LO: diagram (a) of Fig. 1. The GFMC(IA) results
reproduce the bulk properties of the m.m.’s of the light
nuclei considered here. In particular, we can recognize
three classes of nuclei with non-zero m.m.’s, i.e., odd-
even nuclei whose m.m.’s are driven by an unpaired va-
lence proton, even-odd nuclei driven by an unpaired va-
lence neutron, and odd-odd nuclei with either a deuteron
cluster or a triton-neutron (3He-proton) cluster outside
an even-even core. Predictions which include all the con-
tributions to the N3LO χEFT EM currents illustrated
in Fig. 1 are represented by the red diamonds of Fig. 4,
labeled GFMC(TOT). In all cases except 6Li and 9Be
(where the IA is already very good and the MEC correc-
tion is very small) the predicted m.m.’s are closer to the
experimental data when the MEC corrections are added
to the IA one-body EM operator.

It is also interesting to consider the spatial distribution
of the various contributions to the m.m., i.e., to examine
the magnetic density. The one-body IA contributions
from the starting VMC wave functions are shown in Fig. 5
for the isobaric analog pairs 7Li–7Be, 8Li–8B, and 9Li–
9C. (The VMC values for the IA m.m.’s are within a few
% of the final GFMC values, so we expect their spatial
distribution to be reasonably accurate.) In the figure, the
red upward-pointing triangles are the contribution from
the proton spin, µp[ρp↑(r)−ρp↓(r)], and similarly the blue
downward-pointing triangles are the contribution from
the neutron spin. The green diamonds are the proton
orbital (convection current) contribution, and the black
circles are the sum. The integrals of the black curves over
d3r give the total m.m.’s of the nuclei in IA.

For the neutron-rich lithium isotopes, there is one un-
paired proton (embedded in a p-shell triton cluster) with
essentially the same large positive contribution in all
three cases. The proton orbital term is also everywhere
positive, but relatively small. For 7Li and 9Li, the neu-
trons are paired up, and give only a small contribution,
so the total m.m. is close to the sum of the proton spin
and orbital parts. However 8Li has one unpaired neu-
tron which acts against the proton and significantly re-
duces the overall m.m. values. For the proton-rich iso-
baric analogs, there is one unpaired neutron (embedded
in a p-shell 3He cluster) with the same sizable negative
contribution in all three cases. In 7Be and 9C, the pro-
tons are paired up and give little net contribution, but
the orbital term is always positive and acts against the
neutron spin term. In 8B there is also one unpaired pro-
ton, which gives a bigger contribution than the unpaired
neutron and results in a net positive m.m. value.

In Table VI, we explicitly show the various contribu-
tions entering the χEFT operator. The labeling in the
table has been defined in Sec. III A. We list the contribu-
tions at each order. At N3LO, we separate the terms that
do not depend on EM LECs (i.e. the LOOP contribution
and the contact MIN currents; the former depends on the
known axial coupling constant, gA, and pion decay am-
plitude, Fπ , while the latter depends on the strong LECs
entering the NN χEFT potential at N2LO) and those
that depend on them (i.e. the contact NM and the OPE
current whose isovector component has been saturated
with the ∆ transition current). In most cases, chiral
convergence is observed but for the isovector N3LO OPE
contribution whose order of magnitude is in some cases
comparable to the OPE contribution at NLO. It is likely
that the explicit inclusion of ∆ degrees of freedom in the
present χEFT would significantly improve the conver-
gence pattern, since in such a theory this isovector OPE
current, presently entering at N3LO, would be promoted
to N2LO.

In Table VI, we do not provide the errors associated
with the individual terms at each order because they are
highly correlated. We limit ourselves to report the errors
associated with the IA, MEC, and total results. Also
in this table, we denote calculations performed enforcing

• They are essential for low-momentum and 
low-energy transfer transitions.

 The nuclear electromagnetic current is constrained by the Hamiltonian through the continuity equation

r · JEM + i[H, J0
EM] = 0

• The above equation implies that          involves 
two-nucleon contributions.

JEM

⇡

� ⇡ ⇡

⇡ ⇡ ⇢,!

S. Pastore at al., PRC 87, 035503 (2013)

(Much) more in Saori’s lectures!



Introduction 
• The Liquid Drop Model assumes that nuclei can be treated as drops of an incompressible liquid

B(A,Z) = aV A+ aSA
2/3 + aC

Z2

A1/3
+ SN

(N � Z)2

A
+ aP

(�1)Z + (�1)N

2A1/2

• This model encompasses the saturation of nuclear forces, a consequence of their short-range nature

• The nuclear binding energy is given by the Weizsäcker formula

Volume Surface Coulomb Symmetry Pairing

(Much) more in Natalie’s lectures!



Mean field models
• Mean field theory: nucleons are independent 
particles subject to an average nuclear potential

✴  The average procedure depends upon the (large) system of interest

hX

i<j

vij +
X

i<j<k

Vijk

i
!

X

i

Ui

✴  There is no clear way to derive effective currents

✴  Nucleon-nucleon scattering data and deuteron properties are ignored

•  The interaction is usually fitted on nuclear 
binding energies and charge radii of stable nuclei

/4714

Best density functional 
for nuclear masses so 
far!

Nuclear Masses

Lu, Li, Li, Yao, Meng PRC 91, 027304 (2015)

Mass Difference: Mcal - Mexp

PC-PK1

Mean-Field

Mean-Field and Beyond

PC-PK1

Agbemava PRC 2014 
Geng PTP 2005

MeV

From Duguet 

Data from AME2012

PWZ, Li, Yao, Meng, PRC 82, 054319 (2010)• Despite being the tool of choice for describing large nuclei:

P. W. Zhao, et al. PRC 82, 054319 (2010)

(Much) more in Natalie’s lectures!



Lepton-nucleus scattering 

The inclusive cross section of the process in which 
a lepton scatters off a nucleus and the hadronic 
final state is undetected can be written as

• The Hadronic tensor contains all the information on target response

• The leptonic tensor         is fully specified by the lepton kinematic variables. For instance, in the 
electron-nucleus scattering case

Lµ⌫

d2�

d⌦`dE`0
= Lµ⌫W

µ⌫

Wµ⌫ =
X

X

h 0|Jµ †(q)| Xih X |J⌫(q)| 0i�(4)(p0 + q � pX)

Note that the initial state does not depend on the momentum transfer!

`
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 0
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�, Z,W±

LEM
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⌫ + k⌫k

0
µ � gµ⌫(kk

0)]



Two-body meson exchange currents and nuclear correlations need to be fully accounted in the 
calculation of response functions

• Initial State Correlations

How can 2p2h final states be produced?

The observed excess of CCQE cross section may be traced back to the
occurrence of events with 2p2h final states.

Initial State Correlations (ISC):

Meson Exchange Currents
(MEC):

Final State Interactions (FSI):

Noemi Rocco (INFN) Neutrino-nucleus interactions October 7, 2014 16 / 48
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• Meson Exchange Currents

• Final State Interactions

Two-body currents and nuclear correlations 



Lepton-nucleus scattering 
• At low momentum transfer the space resolution of the lepton becomes much larger than the 

average NN separation distance (∼ 1.5 fm).

• In this regime the interaction involves many nucleons              long-range correlations

• The giant dipole resonance is a manifestation of long-range correlations

+ �

LONG-RANGE CORRELATIONS

? At low momentum transfer the space resolusion of the neutrino
becomes much larger than the average NN separation distance
(⇠ 1.5 fm), and the interaction involves many nucleons

� � ⇠ q�1 !

d

? Write the nuclear final state as
a superposition of 1p1h states
(RPA scheme)

|ni =

N
X

i=1

Ci |pihi)

+ + + . . .

15 / 19

| f i =
X

c f
1p,1h| 1p1hi

He↵| f i = Ef | f i



Lepton-nucleus scattering 
• At (very) large momentum transfer, scattering off a nuclear target reduces to the sum of scattering 

processes involving bound nucleons              short-range correlations.

• Relativistic effects play a major role and need to be accounted for along with nuclear 
correlations (Non trivial interplay between them)

• Resonance production and deep inelastic scattering also need to be accounted for

| f i ' |p1, p2i ⌦ | f iA�2

| f i ' |p1i ⌦ | f iA�1
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I. INTRODUCTION

The energy spectrum of high-energy leptons !elec-
trons in particular" scattered from a nuclear target dis-
plays a number of features. At low energy loss !"",

peaks due to elastic scattering and inelastic excitation of
discrete nuclear states appear; a measurement of the
corresponding form factors as a function of momentum
transfer #q# gives access to the Fourier transform of
nuclear !transition" densities. At larger energy loss, a
broad peak due to quasielastic electron-nucleon scatter-
ing appears; this peak—very wide due to nuclear Fermi
motion—corresponds to processes by which the electron
scatters from an individual, moving nucleon, which, after
interaction with other nucleons, is ejected from the tar-
get. At even larger ", peaks that correspond to excita-
tion of the nucleon to distinct resonances are visible. At
very large ", a structureless continuum due to deep in-
elastic scattering !DIS" on quarks bound in nucleons ap-
pears. A schematic spectrum is shown in Fig. 1. At mo-
mentum transfers above approximately 500 MeV/c, the
dominant feature of the spectrum is the quasielastic
peak.

*benhar@roma1.infn.it
†dbd@virginia.edu
‡ingo.sick@unibas.ch

FIG. 1. Schematic representation of inclusive cross section as a
function of energy loss.

REVIEWS OF MODERN PHYSICS, VOLUME 80, JANUARY–MARCH 2008
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Schematic representation of the inclusive cross section as a function of the energy loss.

• Elastic scattering and 
inelastic excitation of discrete 
nuclear states.

• Broad peak due to quasi-
elastic electron-nucleon 
scattering.

• Excitation of the nucleon to 
distinct resonances (like the Δ) 
and pion production.

Electron-nucleus scattering 



QMC calculation of the 
nuclear response from 
threshold up to the 
quasi-elastic region (for 
nuclei as large as 12C) 
are currently carried out 
on leadership-class 
computers

In the non-relativistic regime, typically corresponding to                           , both the initial and the 
final state of the hadronic tensor are eigenstates of the nonrelativistic nuclear hamiltonian

 As for the electron scattering on 12C

H| 0i = E0| 0i H| Xi = EX | Xi

R
x

x

C
p

,
E

Ê

|q| . 500MeV

| Xi = |11B, pi, |11C, ni, |10B, pni, |10Be, ppi . . .

Why quantum Monte Carlo?



Spectral function & Quantum Monte Carlo

The spectral function formalism allow one to circumvent the difficulties associated with the 
relativistic treatment of the nuclear final state and current operator, while at the same time preserving 
essential features (such as correlations) inherent to the realistic description of nuclear dynamics

In the relativistic regime, the final state includes at least one particle carrying large momentum, 
whereas the initial nuclear state is still an eigenstate of the nuclear Hamiltonian.


The sum rule of the spectral function 
corresponds to the momentum distribution

Z
dEP (k, E) = n(k)

The momentum distribution of nuclei as 
large as 16O and 40Ca has been computed 
using QMC fully accounting for the 
correlations of the nuclear ground state 
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Figure 11. Proton momentum distributions in 4He. Averages
are calculated on Nc = 107 configurations. The brown line is
the VMC result for AV18+UIX [61].

energy by integrating the momentum distribution

Ekin

N

(k) =
~2

2m
N

4⇡

Z

k

0

dk0 k0 4 n
N

(k0), (63)

for each order of the expansion. The contributions
for 16O with AV18+UIX up to k = 10 fm�1 are
16.3(2)MeV/A for one-body cluster, 16.0(5)MeV/A for
two-body cluster, and �4.4(4)MeV/A for three-body
cluster. The integration of the extrapolated n

N

(k) leads
to 28.9(6)MeV/A. This is compatible with the cluster
contributions reported in the first line of Table IV. The
missing 4- to 16-body cluster contributions to the inte-
grated kinetic energy, that account for ' 1MeV/A, are
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Figure 13. Proton momentum distributions in 40Ca. Averages
are calculated on Nc = 107 configurations for AV18, and on
Nc = 8⇥ 106 configurations for AV18+UIX.

fully recovered by the extrapolation of n
N

(k). This vali-
dates the convergence of the expansion and confirms the
negligible effect of spin-orbit correlations on the momen-
tum distribution. Similar outcomes are found for the
other nuclei considered in this work. The errors on the
integrated kinetic energies are larger than those of the di-
rect calculation because of the propagation of uncertain-
ties in the integration of n

N

(k), which above 5 fm�1 has
large statistical errors due to the cancellation of positive
and negative small cluster contributions. However, as
discussed in the next paragraph, the integrated strength
of the momentum distribution saturates before 5 fm�1.
Simulations for n

N

(k) have been thus carried out with
good statistics up to that momentum value, using up to
107 Monte Carlo configurations.
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(Much) more in Artur’s lectures!



Chapter 2 
The nuclear many-body problem



Many-body methods

H =
X

i

p2
i

2m
+

X

i<j

vij +
X

i<j<k

Vijk + . . .

Non relativistic many body theory is aimed at solving the Schrödinger equation

H n(x1, . . . , xA) = En n(x1, . . . , xA)



Many-body wave function
Within mean field approaches, the ground-state wave function is a Slater determinant of single 
particle waves functions

• Single-particle wave functions are plane 
waves

Finite nucleiInfinite nuclear matter

• Box with periodic boundary conditions

• Hartree-Fock solution

�0(x1, . . . , xA) = A[�n1(x1) . . .�nA(xA)]
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Many-body wave function
Excited states are constructed removing n occupied states from the Slater determinant and replacing 
them with n virtual (unoccupied) states

�pi,hi(x1 . . . xA) = A[�n1(x1) . . .�pi(xi) . . .�nA(xA)]

The eigenstate of the Hamiltonian is a linear combination of n-particles n-holes states

| ni =
X

cnpi,hi
|�pi,hii H| ni = En| ni

|�0i

En
er
gy

✏F

En
er
gy
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En
er
gy
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|�1p1hi |�2p2hi



Many-body wave function
One class of many-body methods includes those relying on single-particle basis expansions, such 
as the no-core shell model (NCSM), the coupled-cluster (CC) method, the in-medium similarity 
renormalization group, and self-consistent Green’s function methods 
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FIG. 1. (Color online) Ground-state energies per nucleon E/A
for selected closed-shell nuclei computed with the closed-shell
IMSRG [34] using the interactions of Ref. [41] in comparison
with experiment (black horizontal lines).

The two low-energy constants of the short-range part of
theNNN forces are adjusted to binding energy of the tri-
ton and the radius of the ↵ particle, following Ref. [59].
These interactions are quite soft (due to the relatively
small cuto↵s), which allows us to achieve reasonably well
converged binding energies and spectra in nuclei up to
neutron-rich 78Ni [47, 50], and in the neutron-deficient
tin isotopes considered in this work.

Figure 1 shows the computed ground-state energies per
nucleon for 4He, 16O, 40,48Ca, 56Ni, 90Zr, and 100Sn with
the single-reference IMSRG [34, 36]. The 1.8/2.0(EM)
interaction consistently yields the best agreement with
data. Presently, it is unclear what distinguishes this in-
teraction from the other similarly obtained interactions;
however this soft interaction puts us in a fortuitous situa-
tion to make theoretical predictions (albeit without rigor-
ous uncertainty quantification) for binding energies and
spectra in nuclei as heavy as 100Sn.

Coupled-cluster calculations use a Hartree-Fock basis
constructed from a harmonic-oscillator basis of up to 15
major oscillator shells. For VS-IMSRG we use a simi-
lar basis, except that the Hartree-Fock reference is con-
structed with respect to an ensemble state above the 80Zr
core following Ref. [52]. All calculations are performed
at oscillator frequencies in the range ~! = 12� 16 MeV,
which include the minimum in energy for the largest
model space we consider. We use the normal-ordered
two-body approximation [35, 40, 60] for the NNN in-
teraction with an additional energy cut on three-body
matrix elements e

1

+ e
2

+ e
3

 E
3max

. When E
3max

is increased from 16 to 18, the binding energy of 100Sn
changes by 2% for the hardest interaction 2.0/2.0(PWA),
while for the softest interaction, 1.8/2.0(EM), the change
is less than 1%.

Method – The coupled-cluster method is an ideal
tool to compute doubly magic nuclei and their neigh-
bors [26, 29, 30, 32, 33, 38, 61–63]. This method com-
putes the similarity transform H ⌘ exp (�T )HN exp (T )
of the Hamiltonian HN , obtained by normal order-
ing the free-space Hamiltonian (1) with respect to the
closed-shell Hartree-Fock reference of 100Sn. The clus-

ter operator T includes particle-hole excitations and is
truncated at the coupled-cluster singles-doubles (CCSD)
level. Usually CCSD accounts for about 90% of the corre-
lation energy (i.e., the energy beyond Hartree Fock) [51].
For a higher precision of the ground-state energy, we in-
clude triples excitations of the cluster operator T per-
turbatively within the ⇤-CCSD(T) method [64]. Excited
states in 100Sn are computed with an equation-of-motion
(EOM) method including 3p-3h corrections via a general-
ization of the ground state ⇤-CCSD(T) approximations
to excited states with EOM-CCSD(T) [65]. The neigh-
boring nuclei 101,102Sn are computed as one- and two-
particle attached states [66–68] of the 100Sn similarity
transformed Hamiltonian H. The two-particle attached
states of 102Sn are truncated at the 3p-1h level, while
the particle-attached states of 101Sn are computed at the
2p-1h level with perturbative 3p-2h corrections included
(described below). Further details of the coupled-cluster
approach to nuclei are presented in a recent review [26].
We briefly describe our new approach to include

perturbative 3p-2h corrections to the particle-attached
states of 101Sn. Generalizing the completely renormal-
ized (CR) EOM-CCSD(T) approximation from quantum
chemistry [69, 70] and nuclear physics [38, 62, 71] to
particle-attached excited states yields the correction

�!3p-2h
⌫ =

X

i<j

X

a<b<c

Labc
⌫,ijRabc

⌫,ijMabc
⌫,ij . (2)

Here ⌫ denotes the state of interest, i, j (and a, b, c) are
occupied (and unoccupied) orbitals in the 100Sn refer-
ence |�i, L⌫ and M⌫ represent the left and right 3p-2h
moments

Labc
⌫,ij = h�|L2p-1h

⌫ H|�abc
ij i , Mabc

⌫,ij = h�abc
ij |HR2p-1h

⌫ |�i ,

|�abc
ij i are 3p-2h excited states, and R⌫ is the resolvent

Rabc
⌫,ij = h�abc

ij |(!2p-1h
⌫ �H)�1|�abc

ij i. (3)

Here !2p-1h
⌫ is the 2p-1h energy corresponding to the

states L2p-1h
⌫ and R2p-1h

⌫ of 101Sn. We draw the
reader’s attention to the similar structure between the
bi-variational expression (2) and second-order perturba-
tion theory. This method is the completely renormalized
particle-attached equation-of-motion (CR-PA-EOM). In
our results for 101Sn, we used three di↵erent approxi-
mations (labeled A,B,C) for the energy denominator in
Eq. (3). Approximation A uses in place ofH the Hartree-
Fock single-particle energies, approximation B uses the
one-body part of H, and approximation C uses both the
one- and two-body parts of H. Thus, approximation C
is the most complete choice for the resolvent and most
accurately approximates the full calculation [62].
The IMSRG and its VS-IMSRG variant are e↵ective

tools for computing doubly magic nuclei and for con-
structing valence-space interactions from NN and NNN

Medium-mass and heavy nuclei, up to 101Sn, the heaviest doubly magic nucleus with equal number of 
neutrons and protons, can be described in terms of individual interactions between their constituents 


Despite their remarkable achievements, these many-body methods have difficulties in dealing with the 
high-momentum components of the nuclear wave function




Quantum Monte Carlo methods explicitly account for the correlations induced by the nuclear 
interactions

�n(x1 . . . xA) F �n(x1 . . . xA)

The correlation operator reflects the spin-isospin dependence of the nuclear interaction

F ⌘
⇣
S
Y

i<j

Fij

⌘
Fij ⌘

X

p

fp
ijO

p
ij

The shape of       is determined by minimizing the variational energy
fp
ij

EV ' h�0|F†HF|�0i

Correlated wave functions



Chapter 3 
Quantum Monte Carlo



Quantum Monte Carlo methods 

Quantum Monte Carlo methods give us two options for solving the many-body Schrödinger 
equation

Variational Monte Carlo (VMC) 

Diffusion Monte Carlo (DMC)

In VMC, one assumes a form for the trial wave function and optimizes its variational 
parameters, typically by minimizing the energy and/or the variance of the energy. The 
expectation of the Hamiltonian is evaluated by means of Monte Carlo method.

“Exactly” solve the problem by projecting the ground state from an arbitrary initial guess 
of the wave function by means of a propagation in imaginary time.

Let us assume that

• The temperature of the system is much smaller than the Fermi energy

• We are interested in the ground-state properties of the system
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Variational Monte Carlo 
Variational Monte Carlo uses the stochastic integration method to evaluate the expectation value of 
the Hamiltonian for a chosen trial wave function, which depends on a set of variational parameters.

The interaction between 4He atoms 
forming an homogeneous liquid can be 
parametrized by means of the two-body 
Lennard-Jones potential

A reasonable trial wave function is small 
where the potential is repulsive and 
large where the potential is attractive

v(r) = 4✏

⇣�
r

⌘12
�

⇣�
r

⌘6
�

 T (R) =
Y

i<j

f(rij)

f(r) = exp

"
�1

2
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Variational Monte Carlo 

Note that, in order to compute the trial energy for a given set of variational parameters, the 
following multi-dimensional integral in the degrees of freedom of the system (coordinates, spin 
and isospin) has to be evaluated

The variational principle guarantees that the energy of the trial wave function is greater than or 
equal to the ground-state energy with the same quantum numbers as

The variational parameters are determined by minimizing the trial energy. In the atomic liquid 4He 
atoms case this amounts to

@ET

@b
= 0

ET =
h T |H| T i
h T | T i

� E0

ET =

R
dR ⇤

T (R)H T (R)R
dR ⇤

T (R) T (R)
R ⌘ r1, . . . , rA



Multi dimensional integrals 

In the one-dimensional case, we can divide the area below to the curve into rectangles


Our goal consists in computing the following D-dimensional integral

ba x

xi

F (x)

How many points do we need to achieve a given precision ? 


I(1) ' h

X

i

F (xi)

�(1) = h2|F 0(xi)|+O(h3)

h / 1

N

I(D) =

Z b1

a1

dx1 . . .

Z bD

aD

dxDF (x1, . . . , xD)

�(1)

I(1)
= ✏ N / 1

✏

{

See also Tomasz’s lectures!



Note that more clever methods can be used, but the error is always proportional to      .


Multi dimensional integrals 
A generalization of the As for the D-dimensional case, it is easy to find 

Suppose we want to compute the expectation value of the Hamiltonian for a system containing 12 
particles interacting with a central potential with a precision               ✏ = 0.1

Because the potential is central, we will be dealing with a 36-dimensional integral


hours on Mira!!!


I(D) ' h

D
X

i

F (xi){�(D) = hD+1|rF (xi)|+O(hD+2)

h / 1

ND

N / 1

✏D

D = 36 N / 1036 1017

h↵

Nobody is going to award us that many hours of computing time! 


See also Tomasz’s lectures!



The central limit theorem 
Suppose that the N continuum random variables                      are drawn from the probability 
distribution           and consider the function         . We may define a new random variable

x1, . . . , xN
P (x) f(x)

SN =
1

N

NX

i=1

f(xi)

If the samples are statistically independent, the central limit theorem states that the probability 
distribution of        is gaussianSN

where the average and the variance of        are given by

P (SN ) =
1p
2⇡�2

N

e
(SN�S̄N )2

2�2
N

S̄N =

Z
dxP (x)f(x)

SN

�N =

s
1

N

Z
dxP (x)f2(x)� S̄N

�

These results hold true for any dimensionality of the space in which the variable    is defined
x

See also Tomasz’s lectures!



The central limit theorem 
Therefore, the central limit theorem provides a recipe to numerically evaluate multi-dimensional 
integrals of the form 

• Since the probability density has to be positive definite, rewrite the integral as:

I =

Z
dxf(x)

I =

Z
dxP (x)

f(x)

P (x)

• Sample N (with N “large”) points from the probability density         

P (x)

• Average the N values of            and f(xi) f

2(xi)

I =
1

N

NX

i=1

f(xi)±

vuuut 1

(N � 1)

2

4 1

N

NX

i=1

f

2(xi)�
 

1
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NX

i=1

f(xi)

!2
3
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See also Tomasz’s lectures!



Variational Monte Carlo 
Remember that the numerator of the expectation value of the Hamiltonian for a system of A particles 
interacting with a spin-independent potential reads 

In order to use the central limit theorem, the former integral has to be rewritten as

Since it is positive and integrable,                   can be regarded as a probability density. 

where we have defined the local energy

EL(R) ⌘ H T (R)

 T (R)

| T (R)|2In order to compute the trial energy one has to find a way to sample

| T (R)|2

ET =

Z
dR ⇤

T (R)H T (R)

ET =

Z
dR | T (R)|2EL(R)

R ⌘ r1, . . . , rA



M(RT)2 algorithm 
The algorithm was first described in a paper by Metropolis, Rosenbluth, Rosenbluth, Teller and 
Teller M(RT)2. It shares common features to the rejection techniques because:

• It involves explicitly proposing a tentative value of the variable we want to sample, 
which may be rejected.

• The normalization of the sampled function is irrelevant.

M(RT)2  algorithm has its own advantages and disadvantages:

Pros Cons 

• It can be used to sample essentially 
any density function regardless of 
analytic complexity in any number of 
dimensions

•   It is of very great simplicity.

•  Sampling is correct only asymptotically

• Consecutive variables produced are 
often very strongly correlated

• Not well suited to sample distributions 
with parameters that change 
frequently.



M(RT)2 algorithm 

M(RT)2 algorithm is based on the idea of random walk in the space of the random variable    . The 
game consists of generating a random variable applying a transformation to another. This “moving” 
point is called walker.


To begin with, consider a 1-D harmonic oscillator. We want to sample the probability distribution 
described by the modulus squared of our trial wave function 


P (x) ⌘ | T (x)|2

x

By recursively applying the same transformation we get


Transition 
probability 

Under some very general conditions it can be proven that

lim
n!1

Pn(xn) = P (x) where           only depends on P (x) T

Pi+1(xi+1) =

Z
dxiPi(xi)T (xi ! xi+1)

 T (x) = exp

✓
�↵

x

2

2

◆

Pn(xn) =

Z
dx1 . . . dxn�1P1(x1)T (x1 ! x2) . . . T (xn�1 ! xn)



It tells wether the 
proposed move is 
accepted or rejected.

It describes the probability of 
moving the walker from             .

M(RT)2 algorithm 
Let us impose a further condition, i.e. that the asymptotic distribution is an “equilibrium” state:


P (x)T (x ! y) = P (y)T (y ! x)

The latter is called detailed balance condition, because it does not hold only on average, but it 
tells that point by point there is no net flux of probability!


We can arbitrarily split the transition probability in two terms


T (x ! y) = G(x ! y)A(x ! y)

x ! y

The detailed balance then reads

A(y ! x)

A(x ! y)
=

P (x)G(x ! y)

P (y)G(y ! x)

It can be easily checked that the following acceptance probability satisfies the above requirement


A(y ! x) = min

✓
1,

P (x)G(x ! y)

P (y)G(y ! x)

◆



M(RT)2 algorithm 
In QMC we use a very simple prescription for                   , which in 1-D corresponds to shifting a 
point by a value distributed according to a gaussian distribution

G(x ! y) = G(y ! x)

G(x ! y)

In the many-particle case, the one dimensional gaussian is replaced by a three-dimensional one 
for each of the particles. 

Since the probability of going from x to y is the same as the one for going from y to x, it turns out 
that 

xi

A(y ! x) = min

✓
1,

P (x)

P (y)

◆

xi+1 = xi + ⇣

xi + ⇣



M(RT)2 applied to VMC 
At this point, we can describe the Metropolis algorithm for a VMC calculation in the 1-D case

Step 0 - Start from a “flat” distribution of walkers on the coordinate x

Step 1 - Move the walkers according to                           , i.e. 

Step 2- Compute the acceptance probability                  A(xi ! yi+1) = min

✓
1,

| T (yi+1)|2

| T (xi)|2

◆

Step 3- Accept or reject the proposed move                 

xi+1 = yi+1
| T (yi+1)|2

| T (xi)|2
> ⇠

| T (yi+1)|2

| T (xi)|2
 ⇠

xi+1 = xi

G(xi ! yi+1) yi+1 = xi + ⇣



It contains 3-body correlations arising from the three-body potential 

The pair correlated wave function is written in terms of operator correlations arising from the 2-body 
potential

The total antisymmetric Jastrow wave function depends on the quantum numbers of the given 
nucleus

Nuclear VMC wave function
A good trial wave function to describe a nucleus has to reflect the complexity of the nuclear potential 
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Spin-isospin degrees of freedom 

• The 3H case fits in the slide: the number of states grows exponentially with the number of nucleons 

• The GFMC wave function is written as a complex vector, the coordinates of which represent 
a spin-isospin state of the system

• A walker associated with wave function of the nucleus, do not only describes the positions 
of the protons and neutrons, but also their spin and isospin! 
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Each coefficient aα, which is a function of the coordinates r1, r2 and r3, represents the

amplitude of a given many-particle spin configuration; for instance

a ↑↑↓ = ⟨↑↑↓ |Ψ3H⟩ . (10)
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∑

i σ
i
1σ

i
2 yields

σ̂12|Ψ3H⟩ =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

a ↑↑↑

a ↑↑↓

2a ↓↑↑ − a ↑↓↑

2a ↓↑↓ − a ↑↓↓

2a ↑↓↑ − a ↓↑↑

2a ↑↓↓ − a ↓↑↓

a ↓↓↑

a ↓↓↓

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

(11)

The “new” wave function can be expressed in terms of the coefficients of the old one.

Therefore, in order to reduce the computational complexity of the spin and isospin matrix

multiplication, a specialized table-drive code is implemented.

III. BEFORE MIRA AND ON MIRA

The GFMC code needed to be deeply revised to better capitalize the resources of a

leadership class computer like Intrepid (BQP) and Mira (BGQ).

The branching process of the GFMC algorithm involves replication and killing of the sam-

ples, the number of which can undergo large fluctuations. Therefore, to achieve an high
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