AN~

NOvA Experiment Report

Michael Baird
University of Virginia
October 30, 2017



Average Jobs Running Concurrently Total Jobs Run
4621 249696

Running Batch Jobs.
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Overall CPU Efficiency

Total Data Cataloged

13.2PB

huge push by analysis groups due to collaboration meeting
many non-production jobs were submitted where some of the normal
procedures were missed — low efficiency as some users didnt ensure

files were cached

Production group is finishing systematic samples for this round of
analyses, before Neutrino 2018 conference campaign begins in two

weeks




Shutdown Summary
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Shutdown Uptime
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Average uptime since July 10: 87.7%
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Final Shutdown Work

o last test of script to shut down computing cluster in case of a high
temperature event to happen this week

e continued DAQ stability testing after addition of 72 buffer nodes to
replace those lost in the sprinkler incident in November

o final software release has been cut and ready to go for beam
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DAQ Status and Uptime: FarD

Four Week Average: 85.9%
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Power glitch at Far Detector which caused master database machine to go down, led to
11 hours downtime.
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DAQ Status and Uptime:

Four Week Average: 98.45%
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Neutral Current Disappearance analysis published today!

Events / 0.25 GeV
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IceCube
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20.8° 31.2° 0.126 0.268
7.3° 26.6° 0.016 0.20
11.7° 25.1° 0.041 0.18
4.1° - 0.005

IceCube-DeepCore 19.4° 22.8° 0.11  0.15
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