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Experimental Status:

* Both detectors are now running stably.

* We are still cleaning up a few scripts etc. and shifting back into “beam-on” mode.

* Alook into BNB timing peak has begun: \
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* ND cavern temperatures are back to normal:

E:NNTDMN (NOvAN) 1120957p

Data Logger Plotter
E:NNTDB1 (NOVAN) 112095FH:NNTDB2 (NOVAN) 112095EH:NNTDB3 (NOVAN) 112095FH:NNTDME (NOVAN) 1120957p

82533

Ga38S

P2 ﬂw al

1318 [y |

1335 il\/”:fm m Bﬁ Jgtrumﬂ__f&

1388 06124117 07/27/17
start time: 06/24/17 14:59:00 (000)

08/29/17 10/01/17
finish time: 11/03/17 10:30:03 (000)

Fermil
11/03/17

NOVA - M.Baird

10

T | T T T

| I | | I | | | | | | Ll

T T T 1T T 1T T T T T

| | |- | | | | | |

300

310

320 330 340 350
time (ns) w.r.t. issued trigger

x10°



FD Stability:

* On Wed. 10/25, we had a power bump at Ash River due the the first winter storm of the
season.

 The FD DAQ was unstable (~3 crashes per day) for the week that followed.

» Suspect that this was caused by a “clean up” script not properly included in a software tag
rolled out on the same day. We returned to stable running on Friday and ran through the
weekend without any crashes.

* During our investigations, we did a lot of “DAQ-scrubbing” and discovered a possible
networking hardware failure on one of our datadisk nodes. We’re glad we discovered all of this
prior to the return of beam!



Computing
Status:

o Slow week
production-wise.
Next major campaign
kicks off next week
(11/13)

 Inefficiency peak
10/31 due to disk
issue in dCache
[INCO0O0000900157],
resolved by Storage

o Heavy user grid use
continues (W&Cin
Dec)
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NOVA Computing Summary
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Uptime:
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