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o new datadisk machine no longer has file transfer system backlog and
performance tweaks on this machine are allowing higher network usage

e instabilities over the weekend apparently due to memory leaks on
buffer nodes, will use Wednesday's beam downtime to restart
processes and further diagnose

o ROC at University of Pittsburgh has completed access tests and will
begin shadow shifts this week
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DAQ Status and Uptime: FarD

Four Week Average: 93.15%
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Far Detector

UTC days

Mon-Sun weeks
¢ Delivered daily
x Recorded daily

71— Delivered weekly
|1— Recorded weekly

Last full week
8.33x10"® delivered
7.70x10"® recorded
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Average Jobs Running Concurrently Total Jobs Run Average Time Spent Waiting in Queue (Production)
5611 219923 4.96 hour
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e Winter production campaign making good progress. Large number of
jobs processed over the weekend.

o Low onsite efficiency is dominated by a few local users jobs.




