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T H E  R E S T  O F  T H E  L E C T U R E S

• Overview of the current ATLAS & CMS TDAQ architecture 

• ATLAS Level 1 Trigger & DAQ 

• CMS High Level Trigger & DAQ 

• How triggers are constructed for the LHC environment 

• The art of menu building 

• Creative solutions to challenging conditions 

• Looking forward to the upgrades 

• LHCb: The trigger-less future? 

• Contending with 200 simultaneous collisions
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T D A Q :  C M S  &  AT L A S  
S T Y L E
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• Central Trigger Processor (CTP) and the Trigger 
Timing and Control (TTC) form the brains of the 
Level-1 Trigger:

• Takes primitives from L1Calo/L1Muon/L1Topo and 
determines trigger decisions

• Produces Level 1 Accept (L1A), a unique event identifier 
(24 + 8 bits) which is used, along with Bunch Crossing ID, 
to synchronize data to the rest of the system

• Provides timing information to subdetectors from the 
LHC 

• Provides a GPS-based UTC time stamp that is included in 
the trigger information that is sent to the readout system

• Controls trigger operation under detector BUSY

• All within 100ns
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AT L A S  D E A D T I M E

• Simple dead-time veto: 

• No new L1A after fixed number 
of BC 

• Leaky-bucket Deadtime 
Algorithm: 

• Bucket leaks at rate R 

• Contents increase by X at each 
L1A until full, then BUSY is 
asserted 

• Allows system to maintain 
high efficiency for data taking 
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C M S  D A Q / H LT  N E T W O R K  S TAT I S T I C S
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https://indico.cern.ch/event/471309/contributions/1981075/attachments/1256226/1854567/sm_daq_at_lhc_2016_v3.pdf


H I G H  L E V E L  T R I G G E R S

!15

• Goal of HLT is to make trigger 
selections from objects which are  as 
close to offline selections as possible 
within CPU constraints 

• Minimizes unnecessary loss of efficiency, 
and importantly, systematic uncertainties! 

• Typical trade-offs: 

• Less precise energy resolution 

• Raising thresholds to save CPU 

• Narrower cones for isolation requirements, 
tracking for b-tagging, etc.



H I G H  L E V E L  T R I G G E R S

!15
Fig Ref.

• Goal of HLT is to make trigger 
selections from objects which are  as 
close to offline selections as possible 
within CPU constraints 

• Minimizes unnecessary loss of efficiency, 
and importantly, systematic uncertainties! 

• Typical trade-offs: 

• Less precise energy resolution 

• Raising thresholds to save CPU 

• Narrower cones for isolation requirements, 
tracking for b-tagging, etc.



T I M I N G  

!16

Fig Ref.

Fig Ref.Fig Ref.

https://cds.cern.ch/record/2296708/files/DP2017_052.pdf
http://www.apple.com
https://cds.cern.ch/record/2212926/files/10.1088_1748-0221_12_01_P01020.pdf


T I M I N G  

!17

Fig Ref.

Fig Ref.

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-DAQ-PUB-2016-002/
http://www.apple.com


T H E  A R T  O F  M E N U  
B U I L D I N G



O P T I M I Z I N G  F O R  P H Y S I C S

• Trigger menu building is an 
optimization of trigger & DAQ 
resources to meet an 
experiment’s priorities 

• Balance: 

• Bandwidth of L1 output 

• Availability of CPU resources in 
HLT 

• Rate of events to process versus 
the complexity of algorithms  

• Output bandwidth to storage  

• What physics do we want to 
record?

!19 Fig Ref.

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-DAQ-PUB-2016-002/
https://cds.cern.ch/record/2625986/files/ATL-DAQ-PUB-2018-002.pdf
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T R I G G E R - L E V E L  A N A LY S I S

• Some searches (e.g. dijet resonances), limited by trigger prescale, 
applied due to readout bandwidth limitations

!22
Dobrescu, Yu Phys Rev D 88 035021 (2013)



T R I G G E R - L E V E L  A N A LY S I S

• What if we only used the data that we needed? E.g. Jets

!23

• Their are trade-offs: 

• Worse resolution, less 
experimental handles for 
understanding the data



T R I G G E R - L E V E L  A N A LY S I S

• But the pay off can be large! 
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D ATA  PA R K I N G

• Another fundamental limitation of our system is how fast our 
offline farms can process data.   

• CMS introduced data parking, or delayed processing, to store 
data for processing later, during downtimes: hadronic processes, 
B-physics are primary consumers

!25

https://cds.cern.ch/record/1480607/files/DP2012_022.pdf
https://cds.cern.ch/record/1480607/files/DP2012_022.pdf
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L O O K I N G  T O  T H E  
F U T U R E



L H C B :  T H E  T R I G G E R L E S S  F U T U R E ?

• The LHCb “problem”: to trigger in a 
signal rich environment with high 
efficiency for rare processes and high 
purity for high rate processes

!27

• Details: see this super nice talk by Conor Fitzpatrick — all these 
slides derive from there

https://cds.cern.ch/record/2301145/files/ConorFitzpatrick_EPITSeminar.pdf


L H C B :  T H E  T R I G G E R L E S S  F U T U R E ?

• High bandwidth readout from L1 
(small events) 

• Data buffered on disk for full HLT 
processing (~2 weeks timescale)
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L H C B :  T H E  T R I G G E R L E S S  F U T U R E ?

• In Run III LHCb will take 5x 
higher luminosity 

• Events are basically all signal 

• Detector and network upgrades 
allow full 30MHz readout to disk 
in Run III (4TB/s)
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L H C B :  T H E  T R I G G E R L E S S  F U T U R E ?
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W H Y  I S  T H I S  N O T  P O S S I B L E  F O R  
AT L A S  &  C M S ?

• Detector readout bandwidths still limited: 

• 40 TB/s is too much data to record — power, cooling, etc for transmission 
would be a problem! 

• ATLAS & CMS are not signal rich environments: 

• We really don’t want most of the data and these giant networks are 
expensive! 

• But, due to the flexibility and ability to emulate offline 
reconstruction, expect more and more reliance on SW triggering/
processing
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F U L L  D E T E C T O R  T R A C K  
R E C O N S T R U C T I O N

• CPU & data routing 
constraints limit the 
amount of information 
used from tracking in HLT
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H A R D W A R E  B A S E D  T R A C K  F I N D E R S

• Use fast algorithms in 
hardware to reconstruct 
charged particles 

• Divide detector into slices 

• Play bingo with the hits! 

• 1B simultaneous comparisons 

• 1 track fit / 5ps
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T R I G G E R  &  D A Q  I N N O VAT I O N S   F O R  
H L - L H C  A N D  E L S E W H E R E

• Track triggers for ATLAS & CMS at Level 1 

• Machine learning in the first-level trigger 

• Current GPU processing for tracking in ALICE 

• Many more — check the Phase II TDRs!
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https://cds.cern.ch/record/2242400/files/ATL-DAQ-PROC-2017-003.pdf
https://cds.cern.ch/record/2240179?ln=en
https://indico.cern.ch/event/638056/contributions/2659516/attachments/1492636/2320855/ml_in_L1-Trigger.pdf
https://arxiv.org/pdf/1712.09407.pdf


S U M M A R Y:  T H E  T D A Q  P H A S E  S PA C E
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N.B. this plot shows up 
everywhere I can I can’t find a 

reference for it….beware.



S U M M A R Y

• Trigger & Data Acquisition comprise the systems for deciding 
which data to record (Trigger) and getting it off the detectors to 
storage for analysis (DAQ)  

• A high performing system optimizes the various system 
bottlenecks for the physics that we want to study 

• Really fun interplay of hardware, software, networking and algorithmic 
development! 

• Attend the ISOTDAQ or EDIT schools to learn more! And read 
your experiment’s detector papers and upgrade TDRs 

!39

https://isotdaq.web.cern.ch/isotdaq/isotdaq/Home.html
http://conferences.fnal.gov/edit/


E X T R A  M AT E R I A L
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• https://indico.cern.ch/event/659612/contributions/2836315/
attachments/
1593071/2521964/201802_Bortignon_TDII_PueblaMexico_31Jan_2
.pdf

!42



C M S  L 1  T R I G G E R

!43
Fig. Ref

https://indico.cern.ch/event/659612/contributions/2836315/attachments/1593071/2521964/201802_Bortignon_TDII_PueblaMexico_31Jan_2.pdf


E X A M P L E :  
AT L A S  T I L E  D I G I T I Z E R  C H A I N
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record (Trigger) and getting it off the detectors to storage for analysis (DAQ) 
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• Trigger & Data Acquisition comprise the systems for deciding which data to 
record (Trigger) and getting it off the detectors to storage for analysis (DAQ) 

Fast, custom 
electronics: 
FPGAs, ASICs

Computing 
power: CPUs/
GPUs

Algorithms
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http://iopscience.iop.org/article/10.1088/1748-0221/3/08/P08002/pdf


!47 Fig. Ref

https://www.osti.gov/servlets/purl/1346386

