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phase structure of QCD
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what does QCD matter look like away from the nucleus?
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Sidebar 2.4: The States of QCD Matter
The study of states of matter governed by the strong 

force parallels progress in other fields of matter in 

which surprising “emergent phenomena,” striking 

macroscopic phenomena in no way apparent in the 

laws describing the interactions between microscopic 

constituents, have been discovered. High temperature 

superconductivity is an emergent phenomenon arising 

in strongly correlated, electromagnetically interacting 

matter. The first goals after its discovery included the 

mapping of its phase diagram, shown at the upper-left, 

and the characterization of the newly found phases of 

matter, including the strange metal phase. As with QGP, 

there is no known way to describe its structure and 

properties particle by particle; understanding strange 

metals remains a central challenge. Experimental 

progress can come by changing the material doping—

adding more holes than electrons—and by probing the 

material at shorter wavelengths—for example, with the 

angle resolved photo emission spectroscopy (ARPES) 

technique, shown on the lower left—with the goal of 

understanding how strong correlations result in the 

emergence of the surprising macroscopic phenomena. 

Near perfect fluidity is an equally exciting and 

unexpected emergent phenomenon, in this case arising 

in strongly interacting matter in the QGP phase. Doping 

QGP, adding more quarks than antiquarks, is done via 

changing the collision energy and enables a search for 

a possible critical point in the phase diagram shown in 

the upper right. The reach of the RHIC BES-II program 

that will be enabled by new instrumentation at RHIC is 

shown, as are the trajectories on the phase diagram 

followed by the cooling droplets of QGP produced in 

collisions with varying energy. The microscopy of QGP 

is enabled by new “microscopes,” such as sPHENIX, 

shown in the lower right, and upgraded detectors and 

luminosities in the combined RHIC and LHC program.
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a window into the early universe
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Our Cosmic Address

Local
Group

3x1022 meters

Solar System

1013 meters

Milky Way 
Galaxy

1021 meters

Local
Supercluster

1024 meters

The Visible Universe

1.3x107 meters

Earth

Our sun is one of 400 billion stars in the Milky Way galaxy, which is one of more 
than 100 billion galaxies in the visible universe. 1026 meters

For the first 380,000 years the universe was so hot that hydrogen 
atoms had not yet formed, but were separate electrons and protons.  
Photons, the particles of light, bounced back and forth from collisions 
with the electrons.  With further cooling, the electrons and protons 
stuck together in neutral atoms, nearly invisible to the photons, which 
then escaped.  We can see these very same photons today.  After 
traveling for 13.8 billion years they arrive, but with their wavelength 
stretched by a factor of 1100, since the universe itself has stretched 
by this factor during that time. 

This Cosmic Microwave Background (labeled in the central figure) is 
nearly the same viewed in every direction.  The very small variations – 
a part in 100,000 – are evidence of the small variations, which grew 
through gravitational attraction, to make the much larger variations 
we see today, things such as galaxies and solar systems.  

Dark Matter
Astronomers discovered that stars far out in a rotating galaxy move 
just as fast as those nearer the center.  This is completely unlike our 
solar system where the innermost planets move the fastest. This 
couldn’t happen if the matter in the galaxy is concentrated where we 
see stars; there must be much more unseen matter in the galaxy.   
This matter doesn’t emit light or reflect it, so we call it dark matter.  
Since dark matter doesn’t clump together with ordinary matter, we 
believe it interacts only feebly with the matter that makes up stars, 
planets, and people.

We have observed the results of a collision of two clusters of galaxies 
where the dark matter from the two clusters seems to have passed 
right through the other cluster, leaving behind the debris from the 
collision of the ordinary gas in the two clusters. Detailed 
measurements show that there is about six times more dark matter 
than ordinary matter in our universe. 

A Relic from the Early Universe

Composition of the Universe  

The universe has been expanding since an initial moment called the 
Big Bang that occurred 13.8 billion (13.8 x 109) years ago.  The 
earliest expansion – called “inflation” – was extraordinarily rapid and 
smoothed out any wrinkles or imperfections, just as we can stretch 
out a wrinkled fabric.  After inflation ended in a tiny fraction of a 
second, the universe continued to expand, becoming cooler and less 
dense.  The expansion causes the distance between distant galaxies 
to increase, and thus the distance from us to them.

The Big Bang, Inflation
& the Expanding Universe
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The concept for the above figure originated in a 1986 paper by Michael Turner. 

E = Energy of photons (units GeV = 1.6 x 10-10 joules)
t = Time (seconds, years)

Ancient light from sources billions of light-years away, such as galaxies and the cosmic background radiation, show us events 
occurring billions of years ago.  These events map out the history of the universe and even predict its fate.  

The scales in this figure are often greater by many orders of magnitude than can be shown here (especially for inflation).

By making detailed observations of distant supernovae, which are stars that 
exploded long ago, scientists discovered that the expansion of the universe is 
getting faster and faster instead of slowing down as would be expected from 
the effect of gravity pulling everything back together.  

The plot shows data (white dots) from distant supernovae. From the 
brightness of a supernova we can infer how far away it is.  By measuring the 
wavelengths of light from the supernova, we can determine how much the 
universe has expanded since the supernova explosion.  Combining these gives 
the expansion history of the universe.  

The yellow curve, with the best fit to the supernovae data, shows that about 
6 billion years ago the expansion of the universe began to accelerate (the 
data curve upward slightly).  This can only be explained by hypothesizing a 
new form of energy called “dark energy,” which must be unlike any previously 
known source of energy.

Dark matter played a crucial role in the early universe creating all the 
structures we see today. Gravity caused the dark matter to coalesce into 
strands forming an invisible skeleton, as shown in the central figure (indicated 
by “Structure formation”).  The gravity from the dark matter pulled ordinary 
matter to it.  Then galaxies grew at the intersections of these filaments.

Dark Energy and the Accelerating Universe

Invisible Skeleton of our Universe
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The data (white dots) are in the 
blue region, which indicates that 
the expansion of the universe 
has been speeding up after 
earlier slowing down.

Plot courtesy of the Supernova C
osm

ology Project at LBN
L

If the data had been in the 
gold region, the universe 
would never accelerate, and 
if the data would have been 
on a curve such as the blue 
one, the universe would 
eventually collapse.
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Accelerating Expansion from Dark Energy

Whether the expansion of the universe will speed up, slow down, or even 
reverse into collapse depends on the types and amounts of matter and 
energy in it.  Current observations imply that the universe will keep 
expanding forever, with galaxies becoming ever more distant from one 
another.

We have an excellent understanding of ordinary matter and all the particles 
discovered at accelerators, but these account for less than 5% of the energy 
and matter in the universe.  The natures of dark energy (68% of the universe) 
and of dark matter (27%) are two of the greatest challenges scientists face 
today.

The Fate of the Universe

CPEP
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Hadron 'level' diagram
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A  “Strong”  Hint (prior to QCD)
4

13-May-18

z Hagedorn ~1968:  Is there an ultimate temperature?
z The very rapid increase of hadron levels with mass

z ~ equivalent to an exponential level density

z Which implies an “Ultimate Temperature” (!)    TH ~ 170 MeV 

R. Hagedorn, Nuovo Cim. A56, 1027 (1968) ; S. Fraustchi, Phys. Rev. D3:2821-2834,1971 

an ultimate temperature for a system of hadrons

• pre-QCD (1965!) observation that the number of 
hadrons increased exponentially with mass 

• if that continued, heating a hadron system 
beyond some T0 would not be possible 

• T0 ~ 170 MeV
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http://cds.cern.ch/record/346206

compilation: Bill Zajc



QCD and the possibility of free quarks
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bers of these bands are also plotted. Compari-
son of experiment with theory suggests that the
2.87-MeV state is likely the 3 member of the 1
band and that the new member of the 2.97-MeV
doublet is likely the 4: member of the 2 band.
The comparison also suggests that either the
3.59- or 3.68-MeV state is the 4+ member of the
1+ band, with perhaps a slight preference for the
3.59-Me V level.
Clearly, one or both members of the 4.20-MeV

doublet have high spin. In any case, one member
must have J'~4 or «5'. Thus a state here is a
candidate for identification as the 4 member of
the 1 band or the 5™member of the 2 band, or
the 5+ member of the 1+ band or the 6+ or 7+
member of the 2+ band. If one member is 4,
the other is probably 5", 6', or 7+, while if one
is 5, the other is probably either 4, 4', 5', or
6'. It is thus very likely that one of the members
of this doublet is a 6+ state.
The 4.51-MeV state appears to be a good candi-

date for the 4 member of the 1 band, or the 6+
member of the g.s. band. Qne of the members of
the 4.6-MeV doublet may be the 5 member of
the 2 band, or the 5' member of the 1' band, or
the 7' member of the g.s. band. If the 7' state is
not contained in the 4.20-MeV doublet, then one
of the 4.6-MeV states is the only other good can-
didate below 5 MeV. However, if the two 4.6-
MeV states have comparable spins, then neither
need be larger than 3. The 4.73- and 4.76-MeV
states are candidates for either the 4 member
of the 1 band, or the 5+ member of the 1+ band,

or the 6' member of the g.s. band. If one of the
4.9-MeV states has low spin, the other might be
the 5+ member of the 1+ band. Clearly, the y
decays of these levels must be studied in order
to pin down their spins. But the present reaction
provides a powerful tool for determining which
states may have high spin.

tWork supported by the National Science Foundation.
*Present address: Center for Nuclear Studies, Univ-

ersity of Texas, Austin, Tex. 78712.
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Superdense Matter: Neutrons or Asymptotically Free Quarks?

J. C, Collins and M. J. Perry
Department of Applied Mathematics and Theoretical Physics, University of Cambridge,

Cambridge CB3 9ER', England
(Received 6 January 1975)

We note the following: The quark model implies that superdense matter (found in neu-
tron-star cores, exploding black holes, and the early big-bang universe) consists of
quarks rather than of hadrons. Bjorken scaling implies that the quarks interact weakly.
An asymptotically free gauge theory allows realistic calculations taking full account of
strong interactions.

There are several astrophysical and cosmologi-
cal situations where one needs the equation of
state for matter of densities greater than 10"g
cm '. in particular, the center of a neutron

star, "the early phases of the big-bang universe, '
and black-hole explosions. ' However, such den-
sities might at first sight appear to be outside
the range of normal physics, so that nothing can

PRL 34  (1974)1353

E. 1< Shuryak, Quantum Chromodynamics and the Theory ofSuperdense Matter 73

1. Introduction

1.1. Preface

It is widely believed that the fundamental theory of strong interactions is the so called quantum
chromodynamics (QCD), a theory of colored quarks interacting via massless vector fields, the
gluons. This theory not only provides a general understanding of hadronic phenomenology and
a good quantitative description of small distance phenomena, but it mostly wins our hearts by the
remarkable simplicity of its foundations, so similar in spirit to quantum electrodynamics (QED).
The properties of superdense matter were always of interest for physicists. Now, relying upon

QCD, we can say much moreabout them.When the energy densitye exceeds some typicalhadronic
value (‘.-~1 GeV/fm3), matter no longer consists of separate hadrons (protons, neutrons, etc.), but
of their fundamental constituents, quarks and gluons. Because of the apparent analogy with
similar phenomena in atomic physics wemay call this phase of matter the QCD (or quark-gluon)
plasma. Due to large similarity between QCD and QED the new theory benefits from the methods
previously elaborated for QED plasma made of electrons and photons.
There exist important nonperturbative effects, which result in qualitative differences between

QCD and QED. This is seenalready from the fact, that quarks andgluons are absent in the physical
spectrum of the theory. Many attempts have been made to explain this phenomenon (the so-called
color confinement). They have revealed many important effects, but still do not provide a complete
solution to the problem. Still missing is an understanding of the large scale fluctuations of the gauge
field. It is very important that in superdense matter such fluctuations are suppressed and, in the
t~-+ ~ limit, only perturbative corrections survive. While being unable to control the vacuum
properties, we may calculate those for superdense matter.
The QCD plasma phase is separated from usual matter by some phase transitions, in which a

major role is played by the nonperturbative effects mentioned above. As far as they are not too
large, they can be taken into account and so we may somehow approach the phase transition
region from the plasma side.
The natural objects at such energy density are hadrons and the core of neutron stars. Such

conditions were present in the early Universe and can be created in the laboratory by means of
high energy collisions of hadrons and nuclei These applications are discussed in the present work.
Let us also express our hopes, that the importance of the theory discussed here goes beyond

these particular applications. The macroscopic approach, or the problem of infinite and homo-
geneous matter (or field) is the simplest one, being therefore a good framework for discussing the
most difficult questions. One good example of the usefulness of such an approach is the recent
explanation of hadronic “bags” as being due to instanton suppression inside hadrons [5.16, 5.17].
The author expresses his sincere apologies to those colleagues whose works are not properly

presented in this review. Its topic is too vast and the theory now moves ahead at high speed. One
of main restrictions is the principle to only discuss the consequences of QCD and not to go into
more model-dependent conceptions. There exist also the natural tendency to discuss ideas more
familar to the author. Anyway, I have tried to compensate for this by a very extensive and self-
explaining reference list, so that the reader may judge by himself.
I am much indepted to many people who have contributed to this review by helpful discussions

and criticism, in particular to E.B. Bogomolny, V.F. Dmitriev, E.L. Feynberg, A.D. Linde, A.B.
Migdal, I.B. Khriplovitch, A.M. Polyakov, M.A. Shifman, A.I. Vainshtein, V.1. Zakharov and
O.V. Zhirov.

coining of quark-gluon plasma
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Abstract: -
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perturbatively, while in the discussion of phase transitions one should concentrate on nonperturbative effects. Recent progress in this
theory is reviewed, as well as its applications to such topics as hadronic structure~neutron stars~high energy collisions of hadrons, etc.

Single ordersfor this issue

PHYSICSREPORTS (Review Section of Physics Letters) 6), No. 2(1980) 71—158.

Copies of this issue may be obtained at the price given below. All orders should be sentdirectly to thePublisher. Orders must
beaccompanied by check.

Single issue price Dfl. 37.00, postage included.



modern lattice QCD at T > 0
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and thus the values of the temperature T used in the fits.
Based on the uncertainty analyses in the determination of
the lattice scale a (∼1.3%) and tuning of the ms to stay on
the LCP presented in Appendixes B and C, we assigned an
overall conservative 2% uncertainty in T, which we add
linearly to the error estimates already assigned by the
bootstrap process. In practice, at each T and for each
observable, we picked the minimum and maximum values
of the 1σ bootstrap envelope in the region T ! 2%. This
new envelope is then used as the final uncertainty band for
all the continuum results shown in the figures and
discussed below.
Our continuum extrapolated results for the trace anomaly

and other thermodynamic observables are shown in Fig. 5
and the data are given in Table I. For T < 150 MeV, the
trace anomaly is well approximated by the HRG estimate
shown by the solid line in Fig. 5 (left). For T > 150 MeV,
the Nτ ≥ 8lattice results are systematically higher than the
HRG estimate as shown in Fig. 3, and the slopes of the
HRG and continuum extrapolated curves start to differ as
shown in Fig. 5. In the peak region, ðϵ − 3pÞ=T4 has a
maximum of about 4.05(15) at T ∼ 204 MeV. This maxi-
mal value from simulations with the HISQ/tree action is
significantly smaller than our previous results with the p4
and asqtad actions which were incorporated in the HotQCD
parametrization [23] of the EoS, as well as in the s95p
parametrization of the EoS that is frequently used in
hydrodynamic models [45].
The final continuum extrapolated estimates of the

pressure, energy density and entropy density are shown
in Fig. 5 (right) and compared with HRG predictions for
T < 170 MeV. Again, there is reasonable agreement for
T < 150 MeV. Above T ¼ 150 MeV, HRG estimates
lie along the lower edge of the error-band of the lattice
estimates.

We can now compare our results with the results
obtained by the Wuppertal-Budapest Collaboration using
the stout action [26]. This comparison is shown in Fig. 6 for
the trace anomaly, the pressure and the entropy density. We
find good agreement in the trace anomaly with the stout
results over the full temperature range (130–400) MeV.
Note, however, that above the peak the central values
with the stout action lie systematically below ours. As a
result, our estimates of the pressure become systematically
larger for T > 200 MeV. By T ¼ 400 MeV, the difference
between the central values in the two calculations increases
to about 6%. The two results, however, still agree within
errors. The difference in the entropy density reaches about
7% by T ¼ 400 MeV, and in this case the two estimates
differ by about 2σ. These differences suggest that more
detailed calculations of the trace anomaly at higher temper-
atures are needed. In particular, it would be important to see
if the differences persist at higher temperatures where a
comparison with resummed perturbative calculations
should be possible (see Sec. V C).

A. Parametrization of the EoS

We close this section by providing an analytical para-
metrization of the pressure of (2 þ 1)-flavor QCD, sum-
marized in Table I, that can be used in phenomenological
applications and hydrodynamic modeling of strong inter-
action matter. We choose an ansatz that incorporates basic
features of the low and high temperature limits, i.e., it
ensures that the pressure becomes exponentially small at
low temperatures and approaches the ideal gas limit at high
temperatures. We find that the following parametrization
provides an excellent description of all bulk thermody-
namic observables discussed in the previous sections,
including the specific heat and speed of sound that require

FIG. 5 (color online). Spline fits to the trace anomaly for several values of the lattice spacing aT ¼ 1=Nτ and the result of our
continuum extrapolation (left). Note that the error bands shown here do not include the 2% scale error. The right-hand panel shows
suitably normalized pressure, energy density, and entropy density as a function of the temperature. In this case the 2% scale error is
included in the error bands. The dark lines show the prediction of the HRG model. The horizontal line at 95π2=60 in the right panel
corresponds to the ideal gas limit for the energy density and the vertical band marks the crossover region, Tc ¼ ð154! 9Þ MeV.

A. BAZAVOV et al. PHYSICAL REVIEW D 90, 094503 (2014)
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defined by Eqs. (2) and (5), since usually the Polyakov
loop correlator is defined without the 1/N2

c
= 1/9 nor-

malization of the trace, see e.g. [63]. For the T = 0
static energy we use the same composite band as in the
figure for FS . We extend this band to even shorter dis-
tances using the continuum limit of FS at very short dis-
tances as an estimate of VS . We show this estimate with
a lighter gray color to keep the distinction clear, and dis-
cuss the details of this band in Appendix C. For FQQ̄

we see a much larger temperature dependence already at
relatively short distances and for temperatures T > 800
MeV no clear agreement with the vacuum static QQ̄ en-
ergy can be seen. Qualitatively this behavior of the free
energy and singlet free energy of QQ̄ is very similar to
the results of previous calculations performed at fixed lat-
tice spacing [21–26]. The reason for this behavior of the
QQ̄ free energy is related to the presence of a color octet
contribution and will be discussed in Sec. V. Finally, we
mention that our continuum results for FQQ̄ agree well
with the continuum extrapolated results presented in Ref.
[26] for T  400 MeV. Our analysis, however, extends to
higher temperatures.

A. The e↵ective coupling

At T = 0 it is customary to study the force between the
static quark and antiquark defined in terms of the static
QQ̄ energy, VS(r), or equivalently the corresponding ef-
fective coupling

↵QQ̄(r) =
1

CF

r
2
@VS(r)

@r
, (15)

where CF = 4/3 is the Casimir operator in the funda-
mental representation of SU(3). Following Ref. [70] we
can generalize this approach to the free energy and sin-
glet free energy and obtain the corresponding e↵ective
couplings. The reasoning behind this generalization is
that, as we see in Fig. 1, FS and FQQ̄�T ln 9 are similar
to VS at su�ciently small distances. At such distances a
sensible definition of an e↵ective coupling seems possible.

First, we discuss our numerical results for ↵QQ̄(r) from
the singlet free energy, which are shown in Fig. 2. The
e↵ective coupling defined in terms of FS is temperature
independent at short distances and agrees with the re-
sult obtained from a numerical derivative of the static
energy VS (details are given in Appendix C). At short
distances the running of the coupling is controlled by
the scale 1/r. The e↵ective coupling reaches a maxi-
mum at some distance r = rmax(T ) and then decreases
indicating the onset of color screening. Furthermore, it
turns out that rmax approximately scales like 0.4/T . The
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FIG. 2. The e↵ective coupling obtained from the singlet free
energy in the continuum limit and compared to the vacuum
result (dark gray band).

distance rmax roughly separates the region that is dom-
inated by vacuum physics from the one where screening
sets in.2 This will be addressed more quantitatively in
the next section. It is interesting to see that the value of
↵QQ̄(rmax, T ) is quite large for T < 320 MeV implying
that the physics is strongly coupled. At higher temper-
atures ↵QQ̄(rmax, T ) < 0.5, so that weak-coupling meth-
ods might be applicable.
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FIG. 3. The subtracted free energy multiplied by �r2T at
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2
Note that screening starts a↵ecting the e↵ective coupling some-
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Δt ~ 10 fm/c ~ 10-22 s



heavy ion physics

• goals of these lectures: 
• what do we know about QCD at high temperature? 
• what are the limits of our understanding 

• since the system created in heavy ion collisions is necessarily short 
lived and governed by the color charge, this is complicated, both 
experimentally and theoretically 

• disclaimers: 
• I am an experimentalist with the ATLAS and sPHENIX 

collaborations
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Large Hadron Collider @ CERN

 9

collide pairs of lead nuclei at 
5 TeV / nucleon pair center of mass 

collision energy 

different data than the high energy LHC 
program but the same experiments are 

used 

~1 month / year of data 

~100 of the 3000 ATLAS authors work 
directly on this physics

the resulting QGP: 
collision energy sets maximum temperature 

colliding nuclei set maximum size



Relativistic Heavy Ion Collider @ BNL

• 200 GeV collision energy 
• long HI running times 
• flexible collision species 
• 2 experiments: 

• STAR: large acceptance 
• PHENIX (2001-2016) → sPHENIX new rare probes / large acceptance 

detector (2023-)
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~104 particles created in the most head on collisions 
equivalent of ~103 pp collisions at once



Jet Energy Scale and its Uncertainties 
using the Heavy Ion Jet Reconstruction 

in pp and Pb+Pb Collisions

The ATLAS Calorimeter System
• ATLAS is a general purpose detector. Its almost 4π coverage, as well as 

depth and granularity, make it extraordinarily well suited for jet 
measurements. 

• The calorimeter system consists of a LAr electromagnetic calorimeter, a steel 
scintillator sampling hadronic calorimeter, a LAr hadronic calorimeter, and 
two LAr forward calorimeters. The entire system has coverage out to |η| < 4.9 
[1]. 

Heavy Ion Jet Reconstruction
• Heavy Ion events involve a massive underlying event that requires a unique 

reconstruction procedure [2,3]. 

The subtracted transverse 
energy normalized by the jet 
area as a function of the 
transverse energy deposited in 
the Forward calor imeters 
(FCal) in Pb+Pb collisions at 
5.02 TeV.

The subtracted energy is 
directly related to the energy 
deposited in the FCal.

For |η| < 0.1, up to 150 GeV is 
subtracted for the most central 
collisions [4].
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T h e e f f e c t o f t h e fl o w 
correction on the jet energy 
scale, as a function of 2|Ψ2 - 
ɸtruth| and 3|Ψ3 - ɸtruth|, for 
different centralities [3].

In the most central collisions, 
flow corrections are at the 
level of ~8%.

|η| < 0.1 1.4 < |η| < 1.5

4.2 < |η| < 4.33.7 < |η| < 3.8

Calorimeter 
towers

Anti-kt 
Algorithm

Jets+ Reconstructed 
HI Jets

Average 
transverse energy 
density: ρ(η, layer)

Flow modulation
(ν2, ν3, ν4)

+

Iterative subtraction

References:
[1] ATLAS Collaboration, JINST 3 (2008) S08003. [2] ATLAS Collaboration, Phys. Lets. B719 (220 - 241) [3] ATLAS Collaboration, ATLAS-CONF-2017-009 [4] ATLAS Collaboration, HION-2015-001
[5] ATLAS Collaboration, ATLAS-PHYS-PUB-2015-015 [6] ATLAS Collaboration, ATLAS-CONF-2015-016 [7] ATLAS Collaboration, ATLAS-CONF-2016-110 [8] ATLAS Collaboration, ATLAS-CONF-2017-005

Jet Calibration
• Jet calibration is a multistep process that corrects the jet kinematics. 

• Numerical inversion: Calibration based on simulations of the calorimeters 
energy response (see figure below) [5]. 

•  In situ calibration: Data based 
calibration inherited from pp studies. 
It accounts for differences between 
data and MC and is derived using Z-
jet and !-jet balance studies [5]. 

• Cross calibration: MC and data based 
calibration is applied to HI jets to 
account for differences between the 
HI and pp jet reconstruction software 
[6]. 

• The cross calibration verified in a !-jet 
study (shown on the right) [7].
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Figure 3: Dependence of the reconstructed jet pT on in-time pile-up (a) and out-of-time pile-up (b) at various
correction stages in bins of jet |⌘ | shown with the piecewise linear fit used to define the residual correction. The red
curve shows the application of the residual corrections ↵ in a) and � in b).
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Figure 4: Energy response (a) and bias in the ⌘ reconstruction (b) as a function of ⌘ before calibration for EM scale
anti-kt , R=0.4 jets.All pile-up corrections have been applied, as well as for the position of the hard scatter vertex.

Following the calibration in energy it is found that in specific regions of the detector there is a bias in the
reconstruction of the ⌘ direction of the jet. An additional correction in ⌘ is applied to resolve this bias. It
is antisymmetric and shown as a function of |⌘ | in Fig. 4(b). This bias is also visibly a�ected by the gaps
and transitions in the calorimeters and its correction brings the average reconstructed pT of jets closer to
their truth value.
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!+jet in situ pT balance in pp data and PYTHIA 8 simulations. The ratio between the leading jet and reference pT shows 
that data and simulation agree within the uncertainties of the cross calibration procedure [7].

Numerical 
Inversion

In situ 
calibration

Cross 
calibration

Performance
• The performance of the jet reconstruction is evaluated by calculating the jet 

energy scale (JES) and jet energy resolution (JER). This is the mean and 
width of the response (pTreco/pTtruth)  in MC samples [3].
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For 5.02 TeV Pb+Pb data, the JES is at ~1% at high pT, and has a small centrality dependence. The JER is largest for 
most central collisions (~16% at 100 GeV, 0 - 10% centrality) and decreases to ~6% for jets with pT > 500 GeV.

Uncertainties
• The cross calibration procedure for HI jets allows the baseline HI JES and 

JER uncertainties to be inherited from the pp jets (shown below) [6]. 

• HI specific JES uncertainties due to 
flavor response, flavor fraction, and 
cross calibration are included [8]. 

• There is an additional centrality 
dependent uncertainty based on jet 
m o d i fi c a t i o n s i n t h e P b + P b 
environment (0.5% in most central 
collisions) [8]. 

• The HI JER uncertainties are derived 
using the relative resolution of HI jets 
to pp jets [6]. 

• The uncertainties on the HI jet spectra 
are shown on the right [3]. 

• The JES has the largest contribution 
( 7 - 10%) to the uncertainty in central Pb+Pb [3].
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Figure 12: Final jet energy resolution uncertainties estimated for 2015 data with 25 ns bunch spacing as a function
of jet pT for jets of ⌘ = 0 (a) and as a function of ⌘ for jet pT of 40 GeV (b).
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Figure 13: Final jet energy scale uncertainties estimated for 2015 data as a function of jet pT for jets of ⌘ = 0.
Uncertainties are shown under the assumption of no knowledge of flavor. The total uncertainty is shown for the
nominal data taking period with 25 ns bunch spacing (a) and the early data taking period with 50 ns bunch spacing
(b).
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Figure 12: Final jet energy resolution uncertainties estimated for 2015 data with 25 ns bunch spacing as a function
of jet pT for jets of ⌘ = 0 (a) and as a function of ⌘ for jet pT of 40 GeV (b).
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The JES and JER uncertainties estimated for pp 2015 data (25 ns bunch spacing) as 
a function of jet pT for jets of η = 0 [5].
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Figure 1: Measured
P

ET distribution in minimum-bias Pb+Pb collisions at psNN = 5.02 TeV. Alternating shaded
and unshaded regions from the large-

P
ET end of the distribution denote the 0–10%, 10–20%, 20–30%, 30–50%

and 50–80% centrality ranges.

In this analysis, Pb+Pb events within four centrality ranges are considered: 0–10% (largest
P

ET values
and degree of nuclear overlap), 10–20%, 20–30%, 30–50% and 50–80% (smallest

P
ET values and degree

of nuclear overlap). Figure 1 shows the
P

ET distribution in minimum-bias events and the ranges which
correspond to these centrality selections.

Centrality range
P

ET range Npart Ncoll TAA [mb�1]
50–80% 0.0637-0.525 TeV 33.3 ± 1.5 48.3 ± 3.5 0.690 ± 0.046
30–50% 0.525–1.37 TeV 109.2 ± 2.5 265 ± 16 3.79 ± 0.13
20–30% 1.37–2.05 TeV 189.2 ± 2.8 6057 ± 38 8.64 ± 0.17
10–20% 2.05–2.99 TeV 264.1 ± 2.9 1003 ± 66 14.33 ± 0.18
0–10% > 2.99 TeV 358.8 ± 2.3 1635 ± 114 23.35 ± 0.20

Table 1: Geometric parameters and systematic uncertainties in Pb+Pb data.

Mean values of Ncoll and Npart are estimated for these selections, as well as the mean value of the nuclear
overlap function TAA = Ncoll/�NN. To determine a systematic uncertainty on these geometric parameters,
the fit was repeated with variations in the two-component model parameter x by ±0.02 (which resulted
in changes in the e�ciency of ±1%). Variations in the Glauber modelling were used as in Ref. [20]: the
nucleon–nucleon cross-section was varied by ±5 mb, and the Woods-Saxon parameters and minimum
nucleon–nucleon distance were also varied. The results are shown in Table 1.

4. Monte Carlo simulation

Monte Carlo (MC) simulations of
p

s = 5.02 TeV pp photon+jet events were used to understand the
performance of the ATLAS detector and provide the comparison distributions for those measured in pp
and Pb+Pb collisions. The P����� 8 generator [23] with parameters chosen to reproduce observables in
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multiplicity of charged particles
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FIG. 3. Charged particle pseudo-rapidity density per partic-
ipant pair for central nucleus–nucleus [17–25] and non-single
di↵ractive pp (pp) collisions [26–32], as a function of

p
sNN.

The solid lines / s0.15NN and / s0.11NN are superimposed on the
heavy-ion and pp (pp) data, respectively.

above (Fig. 1). The average number of participants for
the 5% most central events is found to be hNparti =
381 with an r.m.s. of 18 and a systematic uncertainty of
1%. The systematic uncertainty was obtained by vary-
ing the parameters of the Glauber calculation within the
experimental uncertainty and by ±8% around 64 mb for
the nucleon–nucleon cross section, by using di↵erent fit
ranges, and by comparing results obtained for di↵erent
centrality variables (SPD hits, or combined use of the
ZDC and VZERO signals).

We measure a density of primary charged particles
at mid-rapidity dNch/d⌘ = 1584 ± 4 (stat.) ± 76
(sys.). Normalizing per participant pair, we obtain
dNch/d⌘/(0.5 hNparti) = 8.3 ± 0.4 (sys.) with negligi-
ble statistical error. In Fig. 3, this value is compared
to the measurements for Au–Au and Pb–Pb, and non-
single di↵ractive (NSD) pp and pp collisions over a wide
range of collision energies [17–32]. It is interesting to
note that the energy dependence is steeper for heavy-ion
collisions than for pp and pp collisions. For illustration,
the curves / s0.15NN and / s0.11NN are shown superimposed
on the data. A significant increase, by a factor 2.2, in the
pseudo-rapidity density is observed at

p
sNN = 2.76 TeV

for Pb–Pb compared to
p
sNN = 0.2 TeV for Au–Au.

The average multiplicity per participant pair for our cen-
trality selection is found to be a factor 1.9 higher than
that for pp and pp collisions at similar energies.

Figure 4 compares the measured pseudo-rapidity den-
sity to model calculations that describe RHIC measure-
ments at

p
sNN = 0.2 TeV, and for which predictions atp

sNN = 2.76 TeV are available. Empirical extrapolation
from lower energy data [4] significantly underpredicts the
measurement. Perturbative QCD-inspired Monte Carlo
event generators, based on the HIJING model tuned to

7 TeV pp data without jet quenching [5], on the Dual
Parton Model [6], or on the Ultrarelativistic Quantum
Molecular Dynamics model [7] are consistent with the
measurement. Models based on initial-state gluon den-
sity saturation have a range of predictions depending on
the specific implementation [8–12], and exhibit a varying
level of agreement with the measurement. The prediction
of a hybrid model based on hydrodynamics and satura-
tion of final-state phase space of scattered partons [13]
is close to the measurement. A hydrodynamic model in

FIG. 4. Comparison of this measurement with model predic-
tions. Dashed lines group similar theoretical approaches.

which multiplicity is scaled from p+p collisions overpre-
dicts the measurement [14], while a model incorporating
scaling based on Landau hydrodynamics underpredicts
the measurement [15]. Finally, a calculation based on
modified PYTHIA and hadronic rescattering [16] under-
predicts the measurement.
In summary, we have measured the charged-particle

pseudo-rapidity density at mid-rapidity in Pb–Pb colli-
sions at

p
sNN = 2.76 TeV, for the most central 5% frac-

tion of the hadronic cross section. We find dNch/d⌘ =
1584 ± 4 (stat.) ± 76 (sys.), corresponding to 8.3 ±
0.4 (sys.) per participant pair. These values are signif-
icantly larger than those measured at RHIC, and indi-
cate a stronger energy dependence than measured in pp
collisions. The result presented in this Letter provides
an essential constraint for models describing high energy
nucleus–nucleus collisions.
The ALICE collaboration would like to thank all its en-

gineers and technicians for their invaluable contributions
to the construction of the experiment and the CERN
accelerator teams for the outstanding performance of
the LHC complex. The ALICE collaboration acknowl-
edges the following funding agencies for their support
in building and running the ALICE detector: Calouste
Gulbenkian Foundation from Lisbon and Swiss Fonds
Kidagan, Armenia; Conselho Nacional de Desenvolvi-
mento Cient́ıfico e Tecnológico (CNPq), Financiadora
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Figure 4: Left: dNch/dh|h=0 as a function of centrality class in 2.76 TeV PbPb collisions from this
experiment (solid circles) and from ALICE (open squares) [20]. The inner green band shows the
measurement uncertainties affecting the scale of the measured distribution from this analysis,
while the outer grey band shows the full systematic uncertainty, i.e. affecting both the scale and
the slope. Right: Measured dNch/dh/(Npart/2) distributions from this analysis as a function of
h in various centrality bins.

7 Results

The hit-counting and tracklet dNch/dh results are in good agreement; their average difference
is smaller than 1%. Their individual results are averaged as described in Section 6, and these
averages are presented as the final results.

The left panel of Fig. 4 presents the measured dNch/dh|h=0 values as a function of centrality.
The statistical uncertainties are negligible, while the systematic uncertainties are shown as two
bands. The inner green band shows the measurement uncertainties affecting the scale of the
measured distribution, while the outer grey band shows the full systematic uncertainty, i.e.
affecting both the scale and the slope. Details on the calculation of the uncertainty bands are
given in Section 6. The charged hadron density for the 5% most-central events (0–5% centrality
bin) is measured to be dNch/dh|h=0 = 1612 ± 55 (syst.). These results are consistent with
those of ALICE [20] within the uncertainties, as shown in Fig. 4 (left). The error bars of the
ALICE points in the figure show the total statistical and systematic uncertainties. The CMS
measurements cover the centrality range of 0–90%, extending the ALICE results (0–80%) to
more-peripheral collisions.

In order to compare bulk particle production for different colliding nuclei and at different en-
ergies, the charged-hadron density is divided by the average number of participating nucleon
pairs, Npart/2, determined for each centrality bin. The Npart values are obtained using the
Glauber calculation, by classifying events according to their impact parameter, without refer-
ence to a specific particle production model (Table 1).

The measured (dNch/dh)/(Npart/2) distributions as a function of h in various centrality bins
are shown in the right panel of Fig. 4. The uncertainty bands of these distributions also include
the Glauber uncertainty on Npart. The h dependence of the results is weak, varying by less than
10% over the h range. The slight dip at h = 0 is a trivial kinematic effect (Jacobian) owing to
the use of pseudorapidity (h) rather than rapidity (y).
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√
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130 GeV. The solid curves represent best fits to the data over
the region -4.9< η <4.9 using Eq. 12 (see text) and the shaded
regions represent the systematic error band at 90% confidence
limit. The open points were obtained by the tracklet analysis
in the range |η| < 1.

ybeam is independent of collision energy - the limiting
fragmentation hypothesis. The N tot

ch estimate is thus the
integral of the average of this extended distribution and
the fit using Eq. 12(dashed curve in Fig. 22b).

Tables VII and VIII (see Appendix) summarize the to-
tal charged particle multiplicity results for Au+Au and
Cu+Cu collisions, respectively. The estimated average
number of participants associated with each centrality
bin was obtained from Glauber model (Monte Carlo ver-
sion) [29] and listed in column two. Column three lists
the full width at half maximum (FWHM) of the dNch/dη
distributions, whereas the three total multiplicity esti-
mates discussed above are listed in columns 4-6.

The upper panels of Figs. 23 and 24 display the values
Np

ch (solid points) and Nch ||η|<5.4 (open circles). In all
cases one observes participant scaling (Ref. [28]), an es-
sentially linear dependence on ⟨Npart⟩. This is illustrated
more clearly in the middle panels, where the participant-
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= 200 GeV. The solid curves represent best fits to the data
over the full η range using Eq. 12 and the shaded regions
represent 90% C.L. systematic errors. The open points were
obtained by the tracklet analysis in the range |η| < 1.

scaled results, dNch/dη/⟨Npart/2⟩ are seen to be essen-
tially independent of ⟨Npart/2⟩ and exceeding the values
obtained in pp/pp collisions. We observe that this quan-
tity is almost constant with collision centrality. It is in-
teresting to note that the normalized particle production
in heavy-ion collisions is larger by about 40% than those
of p̄p collisions (solid squares)[43] and pp collisions (solid
diamonds) [42].

The widths of the dNch/dη-distributions, represented
by the Full Width at Half Maximum (FWHM) are shown
in the bottom panels in Figs. 23 and 24 for Au+Au and
Cu + Cu collisions, respectively. The FWHM exhibit a
decline with centrality, which indicates that the increased
particle production with centrality preferentially occurs
in the midrapidity region. Note also that the FWHM
for p̄p reactions at 200 GeV and pp reactions at 62.4
GeV and 19.6 GeV follow the trend of the Au+Au data
extrapolated to ⟨Npart ⟩ = 2. A similar trend is found for
Cu+ Cu collisions.
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scaled results, dNch/dη/⟨Npart/2⟩ are seen to be essen-
tially independent of ⟨Npart/2⟩ and exceeding the values
obtained in pp/pp collisions. We observe that this quan-
tity is almost constant with collision centrality. It is in-
teresting to note that the normalized particle production
in heavy-ion collisions is larger by about 40% than those
of p̄p collisions (solid squares)[43] and pp collisions (solid
diamonds) [42].

The widths of the dNch/dη-distributions, represented
by the Full Width at Half Maximum (FWHM) are shown
in the bottom panels in Figs. 23 and 24 for Au+Au and
Cu + Cu collisions, respectively. The FWHM exhibit a
decline with centrality, which indicates that the increased
particle production with centrality preferentially occurs
in the midrapidity region. Note also that the FWHM
for p̄p reactions at 200 GeV and pp reactions at 62.4
GeV and 19.6 GeV follow the trend of the Au+Au data
extrapolated to ⟨Npart ⟩ = 2. A similar trend is found for
Cu+ Cu collisions.
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dET=d! for positive and negative!were found to differ by
at most 0.5%. This close agreement implies that one can
use the average of the two results as a best estimate of
dET=d!. Vertex distribution: The z distribution of the
vertices is Gaussian with "z ! 6:1 cm. To test the sensi-
tivity of ET to the position of the interaction vertex along
the beam line, z, the data set was divided into two samples
with jzj< 10 cm and 10 cm< jzj< 25 cm, respectively.
The ET distributions of the two samples differ by less than
2%. Autocorrelations: Since HF is used both to calculate
centrality and to measure ET for each centrality class, there
is an autocorrelation in the measurement. This effect was
estimated to be less than 1.5% by using a combination of
the zero degree calorimeters and pixel detectors to measure
centrality. Calorimeter noise: The GEANT4 simulation of
the calorimeters included electronic noise. This noise was
measured by studying a sample of events where the trigger
required only the presence of clockwise and anticlockwise
bunches of lead ions simultaneously in CMS. The simula-
tion of the noise was checked by comparing the data to the
simulated signal from a GEANT4 simulation of the most
peripheral events in the data set. Any discrepancy in the
simulation of the noise corresponds to a corrected average
ET per event of less than 5.8 GeV for j!j " 2:65 and
1.2 GeV for 2:65< j!j " 5:2. This is significant only
compared to the signal for hNparti " 30. The HF MC
description takes into account different ways of describing
the dead areas of the HF detector. Centrality determination:
The systematic uncertainty related to the centrality deter-
mination is applied only to the results that are normalized
by hNparti.

Figure 1 shows the j!j dependence of the transverse
energy density for four selected ranges of centrality. For
the most central collisions (hNparti ¼ 394), dET=d!
reaches 2.1 TeV at ! ¼ 0. This is much larger than the
value of 0.61 TeV measured at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 200 GeV [22]. At
lower center-of-mass energies, the pion multiplicity distri-
butions are reasonably well described by Gaussians in
rapidity with widths that are consistent with Landau-
Carruthers hydrodynamics [23,24]. Since the mean pT of
all particle species depends only weakly on rapidity, this
implies that dET=dy is roughly Gaussian in rapidity atffiffiffiffiffiffiffiffi
sNN

p ¼ 200 GeV. Recently, Wong has improved the for-
mulation of Landau hydrodynamics [25]. This new formu-
lation gives a better description of the 200 GeV RHIC data.
At

ffiffiffiffiffiffiffiffi
sNN

p ¼ 2:76 TeV and for j!j< 5:2, the dET=d! is
consistent with a Gaussian (black solid line) with "! ¼
3:4$ 0:1 for the most central collisions. The Gaussian and
Landau curves in Fig. 1 are normalized to the CMS data at
! ¼ 0. Both the Landau-Carruthers (blue dashed line) and
Landau-Wong (green dotted line) formulations have dis-
tributions that are narrower than the data. Therefore, the
longitudinal expansion of the system is stronger than that
predicted from either model. HYDJET 1.8, shown by the
purple dashed line, has been tuned to LHC data in the small

j!j region. It gives a good description of dET=d! at small
j!j but overestimates the data at large j!j for central
collisions. The AMPT (a multiphase transport) model
[26,27] (orange dashed line) overestimates dET=d! for
central collisions but is in rough agreement with the shape
of dET=d!. Integrating ðdET=d!Þ=ðhNparti=2Þ over ! be-
tween ' 5:2 and 5.2 gives a total measured ET per partici-
pant pair of 80$ 4 GeV for the most central events. This
serves as a lower limit for the total transverse energy per
nucleon pair. Extrapolating to the full phase space gives a
total transverse energy per pair of participating nucleons of
91$ 5 GeV for the most central events. It is clear from
Fig. 1 that the magnitude of dET=d! increases rapidly with
the number of nucleons participating in the collision.
Figure 2 shows the evolution of ðdET=d!Þ=ðhNparti=2Þ

with hNparti for several j!j regions. At all j!j values
ðdET=d!Þ=ðhNparti=2Þ increases with hNparti. This figure
shows that the hNparti dependence of transverse energy
density changes as a function of pseudorapidity. This effect
can be quantified by comparing peripheral (60–70)%
(hNparti ¼ 30) to central (0–2.5)% collisions (hNparti ¼
394) at various pseudorapidities. The ratio of peripheral
to central ðdET=!Þ=ðhNparti=2Þ changes from 54$ 2%
at ! ¼ 0 to 68$ 2% at j!j ¼ 5:0. The PHENIX
Collaboration at RHIC has studied transverse energy den-
sity in Au-Au collisions for j!j< 0:35 over a wide range
of centralities and for

ffiffiffiffiffiffiffiffi
sNN

p
from 19.6 to 200 GeV [22].

At
ffiffiffiffiffiffiffiffi
sNN

p ¼ 19:6 GeV, ðdET=d!Þ=ðhNparti=2Þ at ! ¼ 0
increases by a factor of 1:25$ 0:17 as hNparti increases
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FIG. 1 (color online). Transverse energy density versus j!j
distribution for a range of centralities of (0–2.5)%, (20–30)%,
(50–60)%, and (70–80)%. The boxes show the total systematic
uncertainties. The statistical uncertainties are negligible. Also
shown are a Gaussian fit and the predictions of various models
(see the text). The AMPT events are for perfectly central
collisions.
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from 63.8 to 336. At
ffiffiffiffiffiffiffiffi
sNN

p ¼ 2:76 TeV, this factor is
found to be 1:47" 0:13 for a similar range of hNparti.
At

ffiffiffiffiffiffiffiffi
sNN

p ¼ 2:76 TeV, the HYDJET 1.8 code gives a
good description of the centrality dependence of dET=d!
at ! ¼ 0.

Figure 3 shows the energy dependence of
ðdET=d!Þ=ðhNparti=2Þ for central collisions at ! ¼ 0. For
the top 5% most central events, ðdET=d!Þ=ðhNparti=2Þ
reaches 10:5" 0:5 GeV at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 2:76 TeV. The ET

rises more quickly with the center-of-mass energy than
the logarithmic dependence used to describe data up toffiffiffiffiffiffiffiffi
sNN

p ¼ 200 GeV [22]. For energies between 8.7 GeVand
2.76 TeV, dET=d! at ! ¼ 0 can be reproduced by a power-
law dependence of the type snNN with n % 0:2. A similar
effect has been seen in the measurement of the

ffiffiffiffiffiffiffiffi
sNN

p
evolution of the charged particle multiplicity [18,28].
The ðdET=d!Þ=ðhNparti=2Þ increases by a factor of 3:07"
0:24 from

ffiffiffiffiffiffiffiffi
sNN

p ¼ 200 GeV to 2.76 TeV. This is to be
compared to a factor of 2:17" 0:15 for the pseudorapidity
density, ðdNch=d!Þ=ðhNparti=2Þ [18,21,22]. For the 5%
most central collisions, CMS has measured dNch=d! ¼
2007" 100 GeV and dNch=d!¼1612"55 [18].
Dividing the measured transverse energy by the observed
charged particle multiplicity for the same centrality gives a
transverse energy per charged particle of 1:25" 0:08 GeV
at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 2:76 TeV. This compares to 0:88" 0:07 GeV
at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 200 GeV [22].
The sum of the transverse energies of all particles

produced in the event depends upon both the entropy

and the temperature of the system. Using geometrical
considerations, Bjorken [29] suggested that the energy
density per unit volume in nuclear collisions could be
estimated from the energy density per unit rapidity. A
commonly used estimate of energy density is given by [22]

" ¼ 1

Ac#0
Jðy;!ÞdET

d!
; (2)

where A is the overlap area of the two nuclei and #0 is the
formation time of the produced system. The Jacobian
Jðy;!Þ depends on the momentum distributions of the
produced particles. In the limit that the rest masses of the
particles are much smaller than their momenta, Jðy;!Þ ¼
1. The average Jacobian was calculated by using HYDJET

1.8 for j!j< 0:35. For central collisions at
ffiffiffiffiffiffiffiffi
sNN

p ¼
2:76 TeV, Jðy;!Þ ¼ 1:09. This compares to 1.25 atffiffiffiffiffiffiffiffi
sNN

p ¼ 200 GeV [22]. For the top 5% most central colli-
sions, this formula gives " ¼ 14 GeV=fm3 at a time #0 ¼
1 fm=c and for a transverse surface of A ¼ $& ð7 fmÞ2
[22]. This is a factor of 2.6 times larger than the energy
density calculated at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 200 GeV [22].
In summary, for the most central Pb-Pb collisions atffiffiffiffiffiffiffiffi
sNN

p ¼ 2:76 TeV, the maximum of the transverse energy
distribution has been found to be 2.1 TeV at ! ¼ 0. Even
at a very forward pseudorapidity of j!j ¼ 5:0, dET=d!
and hence the energy density of the produced system at
the LHC is larger than that measured for ! ¼ 0 at RHIC.
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sample from that distribution to get 
a unique distribution of nucleons 

for each nucleus

for each nucleon in nucleus A ask if 
it hits a nucleon from nucleus B

if so, that is a “binary collision” and 
the nucleons are “participants”

Miller, et al, Ann Rev Nuc Part 57 (2007) 205 
C. Loizides, et al Software X 1-2 (2015) 13 

C. Loizides, et al PRC 97 054910

Glauber Modeling in Nuclear Collisions 10

Figure 4: Glauber Monte Carlo event (Au+Au at
√

sNN = 200 GeV with impact
parameter b = 6 fm) viewed in the transverse plane (left panel) and along the

beam axis (right panel). The nucleons are drawn with a radius
√

σNN
inel/π/2.

Darker disks represent participating nucleons.

The optical form of the Glauber theory is based on continuous nucleon density
distributions. The theory does not locate nucleons at specific spatial coordinates,
as is the case for the Monte Carlo formulation that is discussed in the next section.
This difference between the optical and Monte Carlo approaches can lead to subtle
differences in calculated results, as will be discussed below.

2.4 Glauber Monte Carlo approach

The virtue of the Monte Carlo approach for the calculation of geometry related
quantities like ⟨Npart⟩ and ⟨Ncoll⟩ is its simplicity. Moreover, it is possible to
simulate experimentally observable quantities like the charged particle multi-
plicity and to apply similar centrality cuts as in the analysis of real data. In
the Monte Carlo ansatz the two colliding nuclei are assembled in the computer
by distributing the A nucleons of nucleus A and B nucleons of nucleons B in
three-dimensional coordinate system according to the respective nuclear density
distribution. A random impact parameter b is then drawn from the distribution
dσ/db = 2πb. A nucleus-nucleus collision is treated as a sequence of indepen-
dent binary nucleon-nucleon collisions, i.e., the nucleons travel on straight-line
trajectories and the inelastic nucleon-nucleon cross-section is assumed to be inde-
pendent of the number of collisions a nucleon underwent before. In the simplest
version of the Monte Carlo approach a nucleon-nucleon collision takes place if
their distance d in the plane orthogonal to the beam axis satisfies

d ≤
√

σNN
inel/π (10)

where σNN
inel is the total inelastic nucleon-nucleon cross-section. As an alterna-

tive to the black-disk nucleon-nucleon overlap function, e.g., a Gaussian overlap
function can be used (31).

model the distributions of nucleons 
in nucleus 

(Woods-Saxon for spherical nuclei)

ρ(r) ∝
1

1 + exp( r − R
a )

assume monotonic relationship 
between impact parameter and 

multiplicity
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Fig. 1. Measured FCalΣ ET distribution divided into 10% centrality intervals (black).
Proton–proton data at

√
s = 2.76 TeV, convolved with a Glauber Monte Carlo calcu-

lation with x = 0.088 (grey), as described in the text.

measured and simulated distributions. Using this analysis of the
FCal Σ ET distribution, the fraction of the total cross section sam-
pled by the trigger and event selection has been estimated to be
98%, with an uncertainty of 2%. This is similar to estimates given
in a previous ATLAS publication [16]. The FCal Σ ET ranges defined
from this subsample have been found to be stable for the full data
set, both by counting the number of events and by measuring the
average number of reconstructed tracks in each interval. The 20%
of events with the smallest FCal Σ ET are not included in this anal-
ysis, due to the relatively large uncertainties in determining the
appropriate selection criteria.

The final state momentum anisotropy can be quantified by
studying the Fourier decomposition of the azimuthal angle distri-
bution [17]:

E
d3N
dp3 = 1

pT

d3N
dφ dpT dy

= 1
2π pT

E
p

d2N
dpT dη

(

1 + 2
∞∑

n=1

vn cos
[
n(φ −Ψn)

]
)

, (1)

where y, pT and φ are the rapidity, transverse momentum, and
azimuthal angle of final-state charged particle tracks and Ψn de-
notes the azimuthal angle of the n-th order reaction plane. In more
peripheral events, Ψ2 is close to ΦRP , the reaction plane angle,
defined by the impact parameter (b⃗, the vector separation of the
barycentres of the two nuclei) and the beam axis (z). In more cen-
tral events, Ψ2 primarily reflects fluctuations in the initial-state
configurations of colliding nucleons. This analysis was confined
to the second Fourier coefficient (n = 2), v2 ≡ ⟨cos [2(φ −ΦRP)]⟩,
where angular brackets denote an average first over particles
within each event relative to the event-wise reaction plane, and
then over events.

In this analysis, the n = 2 event plane is determined from the
data on an event-by-event basis, according to the scheme outlined
in Ref. [17]:

Ψ2 = 1
2

tan−1
( ∑

Etower
T,i wi sin(2φi)

∑
Etower

T,i wi cos(2φi)

)
, (2)

where sums run over tower transverse energies Etower
T as mea-

sured in the first sampling layer of the forward calorimeters, with
each tower covering 'η × 'φ = 0.1 × 0.1. The tower weights,
wi = wi(φi,ηi), are used to correct for local variations in detector
response. They are calculated in narrow 'η slices ('η = 0.1) over

Fig. 2. Distribution of the azimuthal angle of individual tracks relative to the mea-
sured event plane, in eight centrality intervals. These distributions are meant to
illustrate the observed correlation relative to the event plane, and are not used in
the quantitative estimates of v2. The curve is a fit to 1 + ∑

n 2vn cos(nφ) up to
n = 6.

the full FCal η range in such a way as to remove structures in the
uncorrected φ distributions of Etower

T in every 'η slice. The final
results of this analysis are found to be insensitive to the weighting,
and results obtained with all wi = 1 were consistent with those
reported here, and well within the systematic uncertainties esti-
mated below.

The correlation of individual track azimuthal angles with the
estimated event plane is shown in Fig. 2 for tracks with pT =
1–2 GeV. There is a clear sinusoidal modulation at all centralities.
The modulation is largest in the 20–50% centrality intervals, and
decreases for the more central and peripheral events. In the cen-
trality intervals where the correlation is strongest, the correlation
does not follow a perfect 1 + α cos(2φ) form, indicating signifi-
cant contributions from higher order harmonics. However, in this
Letter we rely on the orthogonality of the Fourier expansion and
do not extract the other coefficients. To verify that this does not
bias the measurement, we have extracted v2 from a fit contain-
ing all Fourier components vn up to n = 6, and found v2 values
consistent with the results extracted below. The odd amplitudes
are found to be consistent with zero, as expected when measuring
odd harmonic functions relative to Ψ2 [17].

The measured values of v2 are generally underestimated be-
cause of the finite experimental resolution in extracting the event
plane angle. The event plane resolution correction factor, R , was
obtained using the subevent technique, also described in Ref. [17].
Two “subevents” are defined in each event, one each in the for-
ward and backward η directions. For the measurement of the event
plane using the FCal, the first sampling layer on the positive η
side was selected as subevent “P ”, with a corresponding subevent
“N” formed for negative η. The resolution correction for the event
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Fig. 1. Measured FCalΣ ET distribution divided into 10% centrality intervals (black).
Proton–proton data at

√
s = 2.76 TeV, convolved with a Glauber Monte Carlo calcu-

lation with x = 0.088 (grey), as described in the text.

measured and simulated distributions. Using this analysis of the
FCal Σ ET distribution, the fraction of the total cross section sam-
pled by the trigger and event selection has been estimated to be
98%, with an uncertainty of 2%. This is similar to estimates given
in a previous ATLAS publication [16]. The FCal Σ ET ranges defined
from this subsample have been found to be stable for the full data
set, both by counting the number of events and by measuring the
average number of reconstructed tracks in each interval. The 20%
of events with the smallest FCal Σ ET are not included in this anal-
ysis, due to the relatively large uncertainties in determining the
appropriate selection criteria.
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to the second Fourier coefficient (n = 2), v2 ≡ ⟨cos [2(φ −ΦRP)]⟩,
where angular brackets denote an average first over particles
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wi = wi(φi,ηi), are used to correct for local variations in detector
response. They are calculated in narrow 'η slices ('η = 0.1) over
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sured event plane, in eight centrality intervals. These distributions are meant to
illustrate the observed correlation relative to the event plane, and are not used in
the quantitative estimates of v2. The curve is a fit to 1 + ∑

n 2vn cos(nφ) up to
n = 6.

the full FCal η range in such a way as to remove structures in the
uncorrected φ distributions of Etower

T in every 'η slice. The final
results of this analysis are found to be insensitive to the weighting,
and results obtained with all wi = 1 were consistent with those
reported here, and well within the systematic uncertainties esti-
mated below.

The correlation of individual track azimuthal angles with the
estimated event plane is shown in Fig. 2 for tracks with pT =
1–2 GeV. There is a clear sinusoidal modulation at all centralities.
The modulation is largest in the 20–50% centrality intervals, and
decreases for the more central and peripheral events. In the cen-
trality intervals where the correlation is strongest, the correlation
does not follow a perfect 1 + α cos(2φ) form, indicating signifi-
cant contributions from higher order harmonics. However, in this
Letter we rely on the orthogonality of the Fourier expansion and
do not extract the other coefficients. To verify that this does not
bias the measurement, we have extracted v2 from a fit contain-
ing all Fourier components vn up to n = 6, and found v2 values
consistent with the results extracted below. The odd amplitudes
are found to be consistent with zero, as expected when measuring
odd harmonic functions relative to Ψ2 [17].

The measured values of v2 are generally underestimated be-
cause of the finite experimental resolution in extracting the event
plane angle. The event plane resolution correction factor, R , was
obtained using the subevent technique, also described in Ref. [17].
Two “subevents” are defined in each event, one each in the for-
ward and backward η directions. For the measurement of the event
plane using the FCal, the first sampling layer on the positive η
side was selected as subevent “P ”, with a corresponding subevent
“N” formed for negative η. The resolution correction for the event
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Fig. 1. Measured FCalΣ ET distribution divided into 10% centrality intervals (black).
Proton–proton data at

√
s = 2.76 TeV, convolved with a Glauber Monte Carlo calcu-

lation with x = 0.088 (grey), as described in the text.

measured and simulated distributions. Using this analysis of the
FCal Σ ET distribution, the fraction of the total cross section sam-
pled by the trigger and event selection has been estimated to be
98%, with an uncertainty of 2%. This is similar to estimates given
in a previous ATLAS publication [16]. The FCal Σ ET ranges defined
from this subsample have been found to be stable for the full data
set, both by counting the number of events and by measuring the
average number of reconstructed tracks in each interval. The 20%
of events with the smallest FCal Σ ET are not included in this anal-
ysis, due to the relatively large uncertainties in determining the
appropriate selection criteria.

The final state momentum anisotropy can be quantified by
studying the Fourier decomposition of the azimuthal angle distri-
bution [17]:
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where y, pT and φ are the rapidity, transverse momentum, and
azimuthal angle of final-state charged particle tracks and Ψn de-
notes the azimuthal angle of the n-th order reaction plane. In more
peripheral events, Ψ2 is close to ΦRP , the reaction plane angle,
defined by the impact parameter (b⃗, the vector separation of the
barycentres of the two nuclei) and the beam axis (z). In more cen-
tral events, Ψ2 primarily reflects fluctuations in the initial-state
configurations of colliding nucleons. This analysis was confined
to the second Fourier coefficient (n = 2), v2 ≡ ⟨cos [2(φ −ΦRP)]⟩,
where angular brackets denote an average first over particles
within each event relative to the event-wise reaction plane, and
then over events.

In this analysis, the n = 2 event plane is determined from the
data on an event-by-event basis, according to the scheme outlined
in Ref. [17]:

Ψ2 = 1
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tan−1
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where sums run over tower transverse energies Etower
T as mea-

sured in the first sampling layer of the forward calorimeters, with
each tower covering 'η × 'φ = 0.1 × 0.1. The tower weights,
wi = wi(φi,ηi), are used to correct for local variations in detector
response. They are calculated in narrow 'η slices ('η = 0.1) over

Fig. 2. Distribution of the azimuthal angle of individual tracks relative to the mea-
sured event plane, in eight centrality intervals. These distributions are meant to
illustrate the observed correlation relative to the event plane, and are not used in
the quantitative estimates of v2. The curve is a fit to 1 + ∑

n 2vn cos(nφ) up to
n = 6.

the full FCal η range in such a way as to remove structures in the
uncorrected φ distributions of Etower

T in every 'η slice. The final
results of this analysis are found to be insensitive to the weighting,
and results obtained with all wi = 1 were consistent with those
reported here, and well within the systematic uncertainties esti-
mated below.

The correlation of individual track azimuthal angles with the
estimated event plane is shown in Fig. 2 for tracks with pT =
1–2 GeV. There is a clear sinusoidal modulation at all centralities.
The modulation is largest in the 20–50% centrality intervals, and
decreases for the more central and peripheral events. In the cen-
trality intervals where the correlation is strongest, the correlation
does not follow a perfect 1 + α cos(2φ) form, indicating signifi-
cant contributions from higher order harmonics. However, in this
Letter we rely on the orthogonality of the Fourier expansion and
do not extract the other coefficients. To verify that this does not
bias the measurement, we have extracted v2 from a fit contain-
ing all Fourier components vn up to n = 6, and found v2 values
consistent with the results extracted below. The odd amplitudes
are found to be consistent with zero, as expected when measuring
odd harmonic functions relative to Ψ2 [17].

The measured values of v2 are generally underestimated be-
cause of the finite experimental resolution in extracting the event
plane angle. The event plane resolution correction factor, R , was
obtained using the subevent technique, also described in Ref. [17].
Two “subevents” are defined in each event, one each in the for-
ward and backward η directions. For the measurement of the event
plane using the FCal, the first sampling layer on the positive η
side was selected as subevent “P ”, with a corresponding subevent
“N” formed for negative η. The resolution correction for the event
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measured and simulated distributions. Using this analysis of the
FCal Σ ET distribution, the fraction of the total cross section sam-
pled by the trigger and event selection has been estimated to be
98%, with an uncertainty of 2%. This is similar to estimates given
in a previous ATLAS publication [16]. The FCal Σ ET ranges defined
from this subsample have been found to be stable for the full data
set, both by counting the number of events and by measuring the
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uncorrected φ distributions of Etower

T in every 'η slice. The final
results of this analysis are found to be insensitive to the weighting,
and results obtained with all wi = 1 were consistent with those
reported here, and well within the systematic uncertainties esti-
mated below.

The correlation of individual track azimuthal angles with the
estimated event plane is shown in Fig. 2 for tracks with pT =
1–2 GeV. There is a clear sinusoidal modulation at all centralities.
The modulation is largest in the 20–50% centrality intervals, and
decreases for the more central and peripheral events. In the cen-
trality intervals where the correlation is strongest, the correlation
does not follow a perfect 1 + α cos(2φ) form, indicating signifi-
cant contributions from higher order harmonics. However, in this
Letter we rely on the orthogonality of the Fourier expansion and
do not extract the other coefficients. To verify that this does not
bias the measurement, we have extracted v2 from a fit contain-
ing all Fourier components vn up to n = 6, and found v2 values
consistent with the results extracted below. The odd amplitudes
are found to be consistent with zero, as expected when measuring
odd harmonic functions relative to Ψ2 [17].

The measured values of v2 are generally underestimated be-
cause of the finite experimental resolution in extracting the event
plane angle. The event plane resolution correction factor, R , was
obtained using the subevent technique, also described in Ref. [17].
Two “subevents” are defined in each event, one each in the for-
ward and backward η directions. For the measurement of the event
plane using the FCal, the first sampling layer on the positive η
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hydrodynamics

• also need  
• relation between ε and P: equation of state, calculated in 

lattice QCD 
• initial conditions of the system: geometry of the the nucleus 
• any conserved quantities  

• ideal hydrodynamics: 
• no viscosity and no dissipation

 20

1

Tµ⌫ = (✏+ P )uµu⌫ � Pgµ⌫ (1)

Nµ = nuµ (2)

@µT
µ⌫ = 0 (3)

@µN
µ = 0 (4)

stress energy tensor

1

Tµ⌫ = (✏+ P )uµu⌫ � Pgµ⌫ (1)

Nµ = nuµ (2)

@µT
µ⌫ = 0 (3)

@µN
µ = 0 (4)

local energy/momentum conservation
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75!=s percent to correct for the viscous entropy produc-
tion [19].

In Fig. 3 we compare our hydrodynamic model with the
above fit parameters to experimental data on the integrated
and minimum bias elliptic flow v2, respectively. Shown are
results for ideal hydrodynamics and VH for the initial
condition "! nColl at an initial time #0 " 1 fm=c. The
results hardly change when assuming instead s! nPart as
initial condition (see also [14]) or varying #0 by a factor of
2. Interestingly, we also find that changing #! hardly
affects the results shown. Note that this depends on the
presence of the terms in the last line of Eq. (2): if these
terms are dropped, increasing #! tends to further suppress
v2 in line with the trend found in [19].

For the above initial conditions, we have noted that there
is also hardly any effect from the vorticity term. This can
be understood as follows: noting that for u! " 0 the only
nontrivial vorticity is!xy, which vanishes initially because
of ux " uy " 0 and forming the combination rxDuy #
ryDux, we find—up to third order corrections—

 D!xy $!xy
!
r$u$ $

Dp
"$ p#

Du#

u#

"
" O%!3&: (3)

This is the relativistic generalization of the vorticity equa-
tion, well known in atmospheric sciences [23]. Starting
from !xy " 0, Eq. (3) implies a very slow buildup of
vorticity, explaining the tiny overall effect of the vorticity
term in Eq. (2). Note that upon dropping the assumption
u! " 0, this term can become important [24].

From Fig. 3 it can be seen that the effect from viscosity
on the elliptic flow is strong, in line with estimates from
Ref. [17]. Data on integrated v2 are fairly well reproduced
by a viscosity of !=s! 0:08 and—within systematic er-
rors—seems to be consistent with !=s! 0:16. These val-
ues agree with recent estimates by other groups [25 – 27]
and a lattice QCD calculation [28 ]. However, the compari-
son to data for minimum bias v2 in Fig. 3 suggests that the
ratio of !=s is actually smaller than the conjectured mini-
mal bound !=s " 1

4% ’ 0:08. As mentioned, this seems to
be independent from whether one adopts #! " 6!=%"$
p&, the weak-coupling QCD result, or extrapolates to #! !
0, which is very close to the AdS/CFT value found in [29].
Indeed, the minimum bias v2 seems to favor !=s ’ 0:03, at
least at low momenta, where hydrodynamics is supposed to

0 1 2 3 4
pT [GeV]

0

5

10

15

20

25

v 2
(p

er
ce

nt
)

ideal
η/s=0.03
η/s=0.08
η/s=0.16
STAR

0 100 200 300 400
NPart

0

0.02

0.04

0.06

0.08

v 2

ideal
η/s=0.03
η/s=0.08
η/s=0.16
PHOBOS

FIG. 3 (color online). PHOBOS [41] data on pT integrated v2

and STAR [30] data on minimum bias v2, for charged particles
in Au $ Au collisions at

###
s
p " 200 GeV, compared to our

hydrodynamic model for various viscosity ratios !=s. Error
bars for PHOBOS data show 90% confidence level systematic
errors, while for STAR only statistical errors are shown.

0 100 200 300 400
NPart

200

400

600

800

1000

<p
T
> 

[M
eV

/c
]

ideal
η/s=0.08
η/s=0.16

protons

kaons

pions

0 100 200 300 400
NPart

0.01

0.1

1

dN
/d

y/
(0

.5
 N

pa
rt
)

ideal
η/s=0.08
η/s=0.16

pions

kaons

protons

FIG. 2 (color online). Total multiplicity dN=dy and mean
momentum for %$, %#, K $, K #, p, and "p from PHENIX
[40] for Au $ Au collisions at

###
s
p " 200 GeV, compared to

our hydrodynamic model for various viscosity ratios !=s.

PRL 99, 172301 (2007) P H Y S I C A L R E V I E W L E T T E R S week ending
26 OCTOBER 2007

172301-3

332 ATLAS Collaboration / Physics Letters B 707 (2012) 330–348

Fig. 1. Measured FCalΣ ET distribution divided into 10% centrality intervals (black).
Proton–proton data at

√
s = 2.76 TeV, convolved with a Glauber Monte Carlo calcu-

lation with x = 0.088 (grey), as described in the text.

measured and simulated distributions. Using this analysis of the
FCal Σ ET distribution, the fraction of the total cross section sam-
pled by the trigger and event selection has been estimated to be
98%, with an uncertainty of 2%. This is similar to estimates given
in a previous ATLAS publication [16]. The FCal Σ ET ranges defined
from this subsample have been found to be stable for the full data
set, both by counting the number of events and by measuring the
average number of reconstructed tracks in each interval. The 20%
of events with the smallest FCal Σ ET are not included in this anal-
ysis, due to the relatively large uncertainties in determining the
appropriate selection criteria.

The final state momentum anisotropy can be quantified by
studying the Fourier decomposition of the azimuthal angle distri-
bution [17]:
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where y, pT and φ are the rapidity, transverse momentum, and
azimuthal angle of final-state charged particle tracks and Ψn de-
notes the azimuthal angle of the n-th order reaction plane. In more
peripheral events, Ψ2 is close to ΦRP , the reaction plane angle,
defined by the impact parameter (b⃗, the vector separation of the
barycentres of the two nuclei) and the beam axis (z). In more cen-
tral events, Ψ2 primarily reflects fluctuations in the initial-state
configurations of colliding nucleons. This analysis was confined
to the second Fourier coefficient (n = 2), v2 ≡ ⟨cos [2(φ −ΦRP)]⟩,
where angular brackets denote an average first over particles
within each event relative to the event-wise reaction plane, and
then over events.

In this analysis, the n = 2 event plane is determined from the
data on an event-by-event basis, according to the scheme outlined
in Ref. [17]:

Ψ2 = 1
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where sums run over tower transverse energies Etower
T as mea-

sured in the first sampling layer of the forward calorimeters, with
each tower covering 'η × 'φ = 0.1 × 0.1. The tower weights,
wi = wi(φi,ηi), are used to correct for local variations in detector
response. They are calculated in narrow 'η slices ('η = 0.1) over

Fig. 2. Distribution of the azimuthal angle of individual tracks relative to the mea-
sured event plane, in eight centrality intervals. These distributions are meant to
illustrate the observed correlation relative to the event plane, and are not used in
the quantitative estimates of v2. The curve is a fit to 1 + ∑

n 2vn cos(nφ) up to
n = 6.

the full FCal η range in such a way as to remove structures in the
uncorrected φ distributions of Etower

T in every 'η slice. The final
results of this analysis are found to be insensitive to the weighting,
and results obtained with all wi = 1 were consistent with those
reported here, and well within the systematic uncertainties esti-
mated below.

The correlation of individual track azimuthal angles with the
estimated event plane is shown in Fig. 2 for tracks with pT =
1–2 GeV. There is a clear sinusoidal modulation at all centralities.
The modulation is largest in the 20–50% centrality intervals, and
decreases for the more central and peripheral events. In the cen-
trality intervals where the correlation is strongest, the correlation
does not follow a perfect 1 + α cos(2φ) form, indicating signifi-
cant contributions from higher order harmonics. However, in this
Letter we rely on the orthogonality of the Fourier expansion and
do not extract the other coefficients. To verify that this does not
bias the measurement, we have extracted v2 from a fit contain-
ing all Fourier components vn up to n = 6, and found v2 values
consistent with the results extracted below. The odd amplitudes
are found to be consistent with zero, as expected when measuring
odd harmonic functions relative to Ψ2 [17].

The measured values of v2 are generally underestimated be-
cause of the finite experimental resolution in extracting the event
plane angle. The event plane resolution correction factor, R , was
obtained using the subevent technique, also described in Ref. [17].
Two “subevents” are defined in each event, one each in the for-
ward and backward η directions. For the measurement of the event
plane using the FCal, the first sampling layer on the positive η
side was selected as subevent “P ”, with a corresponding subevent
“N” formed for negative η. The resolution correction for the event
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Fig. 1. Measured FCalΣ ET distribution divided into 10% centrality intervals (black).
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The measured values of v2 are generally underestimated be-
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• observations: 

• shows that v2 measurements can be used to constrain η/s (viscosity / entropy density) 

• however, no one η/s  value describes the data perfectly 

• η/s ought to depend on temperature and thus one value is an oversimplification 

• correlation between the geometry of the initial state and the η/s 

• need to constrain geometry to measure η/s
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FIG. 2: Distribution of (a) eccentricity, "2, and (b) triangularity, "3, as a function of number of participating nucleons, Npart,
in

p
sNN = 200 GeV Au+Au collisions.

with the orientation of the reaction plane defined by the
impact parameter direction and the beam axis and by
symmetry, no V3� component arises in the azimuthal
correlation function. To describe this component in
terms of hydrodynamic flow requires a revised under-
standing of the initial collision geometry, taking into
account fluctuations in the nucleon-nucleon collision
points from event to event. The possible influence of
initial geometry fluctuations was used to explain the
surprisingly large values of elliptic flow measured for
central Cu+Cu collision, where the average eccentricity
calculated with respect to the reaction plane angle is
small [8]. For a Glauber Monte Carlo event, the minor
axis of eccentricity of the region defined by nucleon-
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FIG. 3: Distribution of nucleons on the transverse plane for ap
sNN = 200 GeV Au+Au collision event with "3=0.53 from

Glauber Monte Carlo. The nucleons in the two nuclei are
shown in gray and black. Wounded nucleons (participants)
are indicated as solid circles, while spectators are dotted
circles.

nucleon interaction points does not necessarily point
along the reaction plane vector, but may be tilted. The
“participant eccentricity” [8, 45] calculated with respect
to this tilted axis is found to be finite even for most
central events and significantly larger than the reaction
plane eccentricity for the smaller Cu+Cu system. Fol-
lowing this idea, event-by-event elliptic flow fluctuations
have been measured and found to be consistent with the
expected fluctuations in the initial state geometry with
the new definition of eccentricity [46]. In this paper,
we use this method of quantifying the initial anisotropy
exclusively.
Mathematically, the participant eccentricity is given as

"2 =

q
(�2

y � �2
x)

2 + 4(�xy)2

�2
y + �2

x

, (3)

where �2
x, �2

y and �xy, are the event-by-event
(co)variances of the participant nucleon distributions
along the transverse directions x and y [8]. If the
coordinate system is shifted to the center of mass of the
participating nucleons such that hxi = hyi = 0, it can be
shown that the definition of eccentricity is equivalent to

"2 =

q
hr2 cos(2�part)i2 + hr2 sin(2�part)i2

hr2i (4)

in this shifted frame, where r and �part are the polar
coordinate positions of participating nucleons. The
minor axis of the ellipse defined by this region is given as

 2 =
atan2

�⌦
r2 sin(2�part)

↵
,
⌦
r2 cos(2�part)

↵�
+ ⇡

2
.

(5)
Since the pressure gradients are largest along  2, the
collective flow is expected to be the strongest in this
direction. The definition of v2 has conceptually changed

fluctuations in the nucleon position can create shapes any shape of the initial 
nucleon positions 

→not just v2, but v3, v4, v5…can be measured

Alver & Roland, Phys.Rev. C81 (2010) 054905
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along the reaction plane vector, but may be tilted. The
“participant eccentricity” [8, 45] calculated with respect
to this tilted axis is found to be finite even for most
central events and significantly larger than the reaction
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FIG. 8. (Color online) Ratio of charged hadron flow harmo-
nics in viscous simulations to the result from ideal hydrody-
namics. Results are averages over 200 single events each.

port coefficients of the quark-gluon plasma significantly.
The analysis of only elliptic flow is not sufficient for this
task, because it depends too weakly on both the initial
state granularity and η/s.
We present v2 and v3 as a function of pseudo-rapidity

in Fig. 11. The v2(ηp) result from the simulation is flat-
ter than the experimental data out to ηp ≈ 3 and then
falls off more steeply. A modified shape of the initial
energy density distribution in the ηs-direction, the inclu-
sion of finite baryon number, and inclusion of a rapidity
dependence of the fluctuations will most likely improve
the agreement.
In Fig. 12 we show results of vn(pT ) for different cen-

tralities using η/s = 0.08. Overall, all flow harmonics
are reasonably well reproduced. Deviations from the ex-
perimental data, especially of v3(pT ) in the most central
collisions indicate that our rather simplistic description
of the initial state and its fluctuations is insufficient. Im-
provements can be made by a systematic study with al-
ternative models for the fluctuating initial state based
on e.g. the color-glass-condensate effective theory (along
the lines of [60]).
Finally, the higher flow harmonics integrated over a

transverse momentum range 0.2GeV < pT < 2GeV
are shown in Fig. 13 as a function of centrality. v2 has
the strongest dependence on the centrality because it is
driven to a large part by the overall geometry. The odd
harmonics are entirely due to fluctuations as we have
discussed earlier, and hence do not show a strong depen-
dence on the centrality of the collision.

VII. SUMMARY AND CONCLUSIONS

We have demonstrated that the analysis of higher flow
harmonics within (3+1)-dimensional event-by-event vis-
cous hydrodynamics has the potential to determine trans-
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single events each (200 events for σ0 = 0.4 fm).

port coefficients of the QGP such as η/s much more pre-
cisely than the analysis of elliptic flow alone. We pre-
sented in detail the framework of (3+1)-dimensional vis-
cous relativistic hydrodynamics and introduced the con-
cept of event-by-event simulations, which enable us to
study quantities that are strongly influenced or even en-
tirely due to fluctuations such as odd flow harmonics.
Parameters of the hydrodynamic simulation were fixed
to reproduce particle spectra both as a function of trans-
verse momentum pT and pseudo-rapidity ηp. The studied
flow harmonics v2 to v5 were found to depend increas-
ingly strongly on the value of η/s and also on the initial
state granularity. This work does not attempt an exact
extraction of η/s of the QGP but our quantitative results
hint at a value of η/s not larger than 2/4π. The reason is
the strong suppression of v3 to v5 by the shear viscosity.
A higher granularity of the initial state counteracts this
effect, but our results indicate that this increase is not
large enough to account for η/s ≥ 2/4π. We will report
on a detailed analysis of higher flow harmonics at LHC
energies and a comparison to the experimental data in a
subsequent work.
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Harmonic decomposition of two particle correlations ALICE Collaboration

The factorization hypothesis appears to hold for n � 2 at low p
a

T
(. 2 GeV/c) even for the

highest p
t

T
bins. The VnD values for these cases are small relative to those measured at higher

p
a

T
, and remain constant or even decrease in magnitude as p

t

T
is increased above 3-4 GeV/c.

V2D dominates over the other coefficients, and the n > 3 terms are not significantly greater than
zero. This stands in contrast to the high-p

t

T
, high-p

a

T
case, where it was demonstrated in Fig. 3

that dijet correlations require significant high-order Fourier harmonics to describe the narrow
recoil jet peak.
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Fig. 6: (Color online) The global-fit parameters, vn{GF}, for 2  n  5. Statistical uncertainties are
represented by error bars on the points, while systematic uncertainty is depicted by open rectangles.

The parameters of the global fit are the best-fit vn{GF} values as a function of pT , which can
be interpreted as the coefficients of Eq. 1. The results of the global fit for 2  n  5, denoted
vn{GF}, are shown in Fig. 6 for several centrality selections. We note that the global fit con-
verges to either positive or negative vn{GF} parameters, depending on the starting point of the
fitting routine. The two solutions are equal in magnitude and goodness-of-fit. The positive
curves are chosen by convention as shown in Fig. 6. In the 0–2% most central data, v3{GF}
(v4{GF}) rises with pT relative to v2{GF} and in fact becomes larger than v2{GF} at ap-
proximately 1.5 (2.5) GeV/c. v2{GF} reaches a maximum value near 2.5 GeV/c, whereas the
higher harmonics peak at higher pT . These data are in good agreement with recent two-particle
anisotropic flow measurements [31] at the same collision energy, which included a pseudora-
pidity gap of |Dh |> 1.0.

For 2  n  5, the results are not strongly sensitive to the upper p
a

T
limit included in the global

fit. The global fit was performed not only over the full momentum range (as shown in Fig. 6),
but also with the restriction to VnD points with p

a

T
< 2.5 GeV/c. The outcome was found to

be identical to the full fit within one standard deviation. This again reflects the weighting by
the steeply-falling particle momentum distribution, indicating that a relatively small number of
energetic particles does not strongly bias the event anisotropy, as calculated by the global fit.

If the global fit is applied to VnD points exclusively at large particle momenta, factorization
behavior can be tested for correlations that are predominantly jet-induced. An example is shown
in figure Fig. 7, where the global fit has been applied to VnD points within 5< p

a

T
< 15 GeV/c. In

this case, there are six VnD datapoints fitted, and three fit parameters, which are vn{GF} at 5-6,
6-8, and 8-15 GeV/c. An approximate factorization is observed over this range. The agreement
between fit and data for the lowest fitted datapoint (at 5-6 GeV/c) is rather poor, indicating that
the correlations there are in a transitional region that is less jet-dominated than at higher pT .

The parameters from the high-pT global fit can be plotted, just as was done in Fig. 6, to demon-
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• v2: overlap geometry (centrality 
dependent) & fluctuations 

• vN>2: fluctuations only 
• sensitivity to viscosity increases with N
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u!T
!"
CYM ¼ "u", using the fact that u! is a timelike eigen-

vector of T!"
CYM and satisfies u2 ¼ 1.

Other important details of our analysis are as follows.
Unless otherwise noted, #switch¼ 0:2 fm=c. We employ
the s95p-PCE equation of state, obtained from fits to
lattice quantum chromodynamics (QCD) results and a
hadron resonance gas model [30], with partial chemical
equilibrium (PCE) setting in below a temperature TPCE ¼
150 MeV. Kinetic freeze-out occurs at TFO ¼ 120 MeV.
At this temperature, we implement the Cooper-Frye pre-
scription [31] for computing particle spectra. Unless other-
wise noted, shown results include decays from resonances
of masses up to 1.3 GeV.

A novel feature of our study is the determination of
centrality classes using the multiplicity distribution of
gluons much like the procedure followed by the heavy
ion experiments [32]. The gluon multiplicity distribution
is shown in Fig. 1. Centrality classes are determined from
the fraction of the integral over this distribution, beginning
with integrating from the right. As a consequence of
implementing this centrality selection, we properly
account for impact parameter and multiplicity fluctuations.

Because entropy is produced during the viscous hydro-
dynamic evolution, we need to adjust the normalization of
the initial energy density commensurately to describe the
final particle spectra [33]. The obtained pT spectra of

pions, kaons, and protons are shown for 0%–5% central
collisions at

ffiffiffi
s

p ¼ 2:76 TeV=nucleon, using the shear vis-
cosity to entropy density ratio $=s ¼ 0:2, in Fig. 2, and
compared to data from ALICE [34]. The results are for
averages over only 20 events in this case, but statistical
errors are smaller than the linewidth for the spectra.
Overall, the agreement with experimental data is good.
However, soft pions at pT < 300 MeV are underestimated.
We determine v1 to v5 in every event by first determin-

ing the exact event plane [35,36]

c n ¼
1

n
arctan

hsinðn%Þi
hcosðn%Þi ; (1)

and then computing

vnðpTÞ ¼ hcosðnð% $ c nÞÞi

%
R
d%fðpT;%Þ cosðnð% $ c nÞÞR

d%fðpT;%Þ ; (2)

where fðpT;%Þ are the thermal distribution functions with
viscous corrections obtained in the Cooper-Frye approach
(with additional contributions from resonance decays).
We first present the root-mean-square (rms) vnðpTÞ for

10%–20% central collisions and compare to experimental
data from the ATLAS Collaboration [4] in Fig. 3.
Agreement for v2–v5 is excellent. Note that the vn from
the experimental event-plane method used by ATLAS
agree well with the rms values [37]. We also find excellent
agreement over the whole studied centrality range when
comparing the pT-integrated rms v2, v3, and v4 to the
available vnf2g (obtained from two-particle correlations,
corresponding to the rms values) from the ALICE
Collaboration [3], as shown in Fig. 4.
We studied the effect of initial transverse flow included

in our framework by also computing vnðpTÞ with u! set to
zero at time #switch. The effect on hadron anisotropic flow
turns out to be extremely weak—results agree within sta-
tistical errors. Because photons are produced early on in
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for a model where the same Gaussians are assigned to each
binary collision. The resulting initial energy densities
differ significantly. In particular, fluctuations in the impact
parameter dependent Glasma (IP-Glasma) occur on the
length scale Q!1

s ðx?Þ, leading to finer structures in the
initial energy density relative to the other models. As noted
in [26], this feature of CGC physics is missing in the MC-
KLN model.

We next determine the participant ellipticity "2 and
triangularity "3 of all models. Final flow of hadrons vn is
to good approximation proportional to the respective "n
[47], which makes these eccentricities a good indicator of
what to expect for vn. We define

"n ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hrn cosðn!Þi2 þhrn sinðn!Þi2

p

hrni ; (6)

where h&iis the energy density weighted average. The
results from averages over '600 events for each point
plotted are shown in Fig. 3. The ellipticity is largest in
the MC-KLN model and smallest in the MC-Glauber
model with participant scaling of the energy density
(Npart). The result of the present calculation lies in
between, agreeing well with the MC-Glauber model using
binary collision scaling (Nbinary ). We note, however, that
this agreement is accidental; binary collision scaling of
eccentricities, as shown explicitly in a previous work
applying average CYM initial conditions [48], does not
imply binary collision scaling of multiplicities.

The triangularities are very similar, with the MC-KLN
result being below the other models for most impact
parameters. Again, the present calculation is closest to the
MC-Glauber model with binary collision scaling. There is
no parameter dependence of eccentricities and triangular-
ities in the IP-Glasma results shown in Fig. 3. It is reassuring

that both are close to those from the MC-Glauber model
because the latter is tuned to reproduce data even though it
does not have dynamical QCD fluctuations.
We have checked that our results for "2, "3 are insensi-

tive to the choice of the lattice spacing a, despite a loga-
rithmic ultraviolet divergence of the energy density at
" ¼ 0 [49]. They are furthermore insensitive to the choice
of g, the ratio g2# =Qs, and the uncertainty in Bjorken x at
a given energy.
Finally, in Fig. 4 we present results for the transverse

momentum spectrum and anisotropic flow of thermal pions
after evolution using MUSIC [5,50] with boost-invariant
initial conditions and shear viscosity to entropy density
ratio $=s ¼ 0:08. Average maximal energy densities of all
models were normalized to assure similar final multiplic-
ities. More pronounced hot spots, as emphasized previ-
ously [51], affect the particle spectra obtained from flow,
leading to harder momentum spectra in the present calcu-
lation compared to MC-KLN and MC-Glauber models.

FIG. 2 (color online). Initial energy density (arbitrary units) in
the transverse plane in three different heavy ion collision events:
from top to bottom, IP-Glasma, MC-KLN, and MC-Glauber [9]
models.
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liquid QGP
• why does QCD matter at extremely high temperature behave like a fluid? 

• interactions between quarks and gluons drive fluid behavior but QCD 
known for asymptotic freedom at short distances 

• η / s needed to describe QGP viscosity within a factor of a 2-3 of 
conjectured theoretical bound of η / s =1/4π
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Introduction.—It has been known since the discovery of
Hawking radiation [1] that black holes are endowed with
thermodynamic properties such as entropy and tempera-
ture, as first suggested by Bekenstein [2] based on the
analogy between black hole physics and equilibrium ther-
modynamics. In higher-dimensional gravity theories there
exist solutions called black branes, which are black holes
with translationally invariant horizons [3]. For these solu-
tions, thermodynamics can be extended to hydrodynam-
ics—the theory that describes long-wavelength deviations
from thermal equilibrium [4]. In addition to thermody-
namic properties such as temperature and entropy, black
branes possess hydrodynamic characteristics of continuous
fluids: viscosity, diffusion constants, etc. From the perspec-
tive of the holographic principle [5,6], a black brane cor-
responds to a certain finite-temperature quantum field
theory in fewer number of spacetime dimensions, and the
hydrodynamic behavior of a black-brane horizon is iden-
tified with the hydrodynamic behavior of the dual theory.
For these field theories, in this Letter we show that the ratio
of the shear viscosity to the volume density of entropy has a
universal value

"
s

! !h
4!kB

" 6:08# 10$13K s: (1)

Furthermore, we shall argue that this is the lowest bound on
the ratio "=s for a wide class of thermal quantum field
theories.

Viscosity and graviton absorption.—Consider a thermal
field theory whose dual holographic description involves a
D-dimensional black-brane metric of the form

ds2 ! g%0&MNdx
MdxN

! f%#&%dx2 ' dy2& ' g$%%#&d#$d#%:
(2)

[The O%2& symmetry of the background is required for the
existence of the shear hydrodynamic mode in the dual
theory, thus making the notion of shear viscosity mean-
ingful.] One can have in mind, as an example, the near-
extremal D3-brane in type IIB supergravity, dual to finite-

temperature N ! 4 supersymmetric SU%Nc& Yang-Mills
theory in the limit of large Nc, and large ’t Hooft coupling
[7–10],

ds2 ! r2

R2

!

$
"

1$ r40
r4

#

dt2 ' dx2 ' dy2 ' dz2
$

' R2

r2%1$ r40=r
4& dr

2; (3)

but our discussion will be quite general. All black branes
have an event horizon [r ! r0 for the metric (3)], which is
extended along several spatial dimensions [x, y, z in the
case of (3)]. The dual field theory is at a finite temperature,
equal to the Hawking temperature of the black brane.

The entropy of the dual field theory is equal to the
entropy of the black brane, which is proportional to the
area of its event horizon,

S! A
4G

; (4)

where G is Newton’s constant (we set !h ! c ! kB ! 1).
For black branes A contains a trivial infinite factor V equal
to the spatial volume along directions parallel to the hori-
zon. The entropy density s is equal to a=%4G&, where a !
A=V.

The shear viscosity of the dual theory can be computed
from gravity in a number of equivalent approaches [11–
13]. Here we use Kubo’s formula, which relates viscosity
to equilibrium correlation functions. In a rotationally in-
variant field theory,

" ! lim
!!0

1

2!

Z

dtdxei!th(Txy%t;x&; Txy%0; 0&)i: (5)

Here Txy is the xy component of the stress-energy tensor
(one can replace Txy by any component of the traceless part
of the stress tensor). We shall now relate the right-hand side
of (5) to the absorption cross section of low-energy
gravitons.

According to the gauge-gravity duality [10], the stress-
energy tensor T$% couples to metric perturbations at the
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Introduction.—It has been known since the discovery of
Hawking radiation [1] that black holes are endowed with
thermodynamic properties such as entropy and tempera-
ture, as first suggested by Bekenstein [2] based on the
analogy between black hole physics and equilibrium ther-
modynamics. In higher-dimensional gravity theories there
exist solutions called black branes, which are black holes
with translationally invariant horizons [3]. For these solu-
tions, thermodynamics can be extended to hydrodynam-
ics—the theory that describes long-wavelength deviations
from thermal equilibrium [4]. In addition to thermody-
namic properties such as temperature and entropy, black
branes possess hydrodynamic characteristics of continuous
fluids: viscosity, diffusion constants, etc. From the perspec-
tive of the holographic principle [5,6], a black brane cor-
responds to a certain finite-temperature quantum field
theory in fewer number of spacetime dimensions, and the
hydrodynamic behavior of a black-brane horizon is iden-
tified with the hydrodynamic behavior of the dual theory.
For these field theories, in this Letter we show that the ratio
of the shear viscosity to the volume density of entropy has a
universal value
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! !h
4!kB

" 6:08# 10$13K s: (1)

Furthermore, we shall argue that this is the lowest bound on
the ratio "=s for a wide class of thermal quantum field
theories.

Viscosity and graviton absorption.—Consider a thermal
field theory whose dual holographic description involves a
D-dimensional black-brane metric of the form

ds2 ! g%0&MNdx
MdxN

! f%#&%dx2 ' dy2& ' g$%%#&d#$d#%:
(2)

[The O%2& symmetry of the background is required for the
existence of the shear hydrodynamic mode in the dual
theory, thus making the notion of shear viscosity mean-
ingful.] One can have in mind, as an example, the near-
extremal D3-brane in type IIB supergravity, dual to finite-

temperature N ! 4 supersymmetric SU%Nc& Yang-Mills
theory in the limit of large Nc, and large ’t Hooft coupling
[7–10],

ds2 ! r2

R2
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dt2 ' dx2 ' dy2 ' dz2
$
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r2%1$ r40=r
4& dr
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but our discussion will be quite general. All black branes
have an event horizon [r ! r0 for the metric (3)], which is
extended along several spatial dimensions [x, y, z in the
case of (3)]. The dual field theory is at a finite temperature,
equal to the Hawking temperature of the black brane.

The entropy of the dual field theory is equal to the
entropy of the black brane, which is proportional to the
area of its event horizon,

S! A
4G

; (4)

where G is Newton’s constant (we set !h ! c ! kB ! 1).
For black branes A contains a trivial infinite factor V equal
to the spatial volume along directions parallel to the hori-
zon. The entropy density s is equal to a=%4G&, where a !
A=V.

The shear viscosity of the dual theory can be computed
from gravity in a number of equivalent approaches [11–
13]. Here we use Kubo’s formula, which relates viscosity
to equilibrium correlation functions. In a rotationally in-
variant field theory,

" ! lim
!!0
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Z

dtdxei!th(Txy%t;x&; Txy%0; 0&)i: (5)

Here Txy is the xy component of the stress-energy tensor
(one can replace Txy by any component of the traceless part
of the stress tensor). We shall now relate the right-hand side
of (5) to the absorption cross section of low-energy
gravitons.

According to the gauge-gravity duality [10], the stress-
energy tensor T$% couples to metric perturbations at the
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tional to the density of quasiparticles, s! kBn. Therefore,
!=s! k"1

B "mft#=n. Now #=n is the average energy per
particle. According to the uncertainty principle, the prod-
uct of the energy of a quasiparticle #=n and its mean free
time "mft cannot be smaller than !h, otherwise the quasi-
particle concept does not make sense. Therefore we obtain,
from the uncertainty principle alone, that !=s * !h=kB,
which is (15) without the numerical coefficient of
1=#4$$. We also conclude that !=s is much larger than
!h=kB in weakly coupled theories (where the mean free time
is large).

Another piece of evidence supporting the bound (15)
comes from a recent calculation [21] of !=s in the N % 4
supersymmetric SU#Nc$ Yang-Mills theories in the regime
of infinite Nc and large, but finite, ’t Hooft coupling g2Nc.
The first correction in inverse powers of g2Nc corresponds
to the first string theory correction to Einstein’s gravity.
The result reads

!
s

% !h
4$kB

!

1& 135%#3$
8#2g2Nc$3=2

& ' ' '
"

; (16)

where %#3$ ( 1:2020 569 . . . is Apéry’s constant. The cor-
rection is positive, in accordance with (15). It is natural to
assume that !=s is larger than the bound for all values of
the ’t Hooft coupling (Fig. 1).

The bound (15), in contrast to the entropy bound [22]
and Bekenstein’s bound [23], does not involve the speed
of light c and hence is nontrivial when applied to non-
relativistic systems. However, the range of applicability of
(15) to nonrelativistic systems is less certain. On the one
hand, by subdividing the molecules of a gas to an ever-
increasing number of nonidentical species one can increase
the entropy density (by adding the Gibbs mixing entropy)
without substantially affecting the viscosity. On the other

hand, the conjectured bound is far below the ratio of !=s
in any laboratory liquid. For water under normal condi-
tions, !=s is 380 times larger than !h=#4$kB$. Using stan-
dard tables [24,25] one can find !=s for many liquids and
gases at different temperatures and pressures. Figure 2
shows temperature dependence of !=s, normalized by
!h=#4$kB$, for a few substances at different pressures. It
is clear that the viscosity bound is well satisfied for these
substances. Liquid helium reaches the smallest value of
!=s, but this value still exceeds the bound by a factor of
about 9. We speculate that the bound (15) is valid at least
for a single-component nonrelativistic gas of particles with
spin 0 or 1=2.

Discussion.—It is important to avoid some common
misconceptions which at first sight seem to invalidate the
viscosity bound. Somewhat counterintuitively, a near-ideal
gas has a very large viscosity due to the large mean free
path. Likewise, superfluids have finite and measurable
shear viscosity associated with the normal component,
according to Landau’s two-component theory.

The bound (15) is most useful for strongly interacting
systems where reliable theoretical estimates of the viscos-
ity are not available. One of such systems is the quark-
gluon plasma (QGP) created in heavy ion collisions which
behaves in many respects as a droplet of a liquid. There are
experimental hints that the viscosity of the QGP at tem-
peratures achieved by the Relativistic Heavy Ion Collider
is surprisingly small, possibly close to saturating the vis-
cosity bound [26]. Another possible application of the
viscosity bound is trapped atomic gases. By using the
Feshbach resonance, strongly interacting Fermi gases of
atoms have been created recently. These gases have been
observed to behave hydrodynamically [27] and should
have finite shear viscosity at nonzero temperature. It would

0
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4πkB

η

s

g2Nc

FIG. 1 (color online). The dependence of the ratio !=s on the
’t Hooft coupling g2Nc in N % 4 supersymmetric Yang-Mills
theory. The ratio diverges in the limit g2Nc ! 0 and approaches
!h=4$kB from above as g2Nc ! 1. The ratio is unknown in the
regime of intermediate ’t Hooft coupling.
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FIG. 2 (color online). The viscosity-entropy ratio for some
common substances: helium, nitrogen and water. The ratio is
always substantially larger than its value in theories with gravity
duals, represented by the horizontal line marked ‘‘viscosity
bound.’’
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Introduction.—It has been known since the discovery of
Hawking radiation [1] that black holes are endowed with
thermodynamic properties such as entropy and tempera-
ture, as first suggested by Bekenstein [2] based on the
analogy between black hole physics and equilibrium ther-
modynamics. In higher-dimensional gravity theories there
exist solutions called black branes, which are black holes
with translationally invariant horizons [3]. For these solu-
tions, thermodynamics can be extended to hydrodynam-
ics—the theory that describes long-wavelength deviations
from thermal equilibrium [4]. In addition to thermody-
namic properties such as temperature and entropy, black
branes possess hydrodynamic characteristics of continuous
fluids: viscosity, diffusion constants, etc. From the perspec-
tive of the holographic principle [5,6], a black brane cor-
responds to a certain finite-temperature quantum field
theory in fewer number of spacetime dimensions, and the
hydrodynamic behavior of a black-brane horizon is iden-
tified with the hydrodynamic behavior of the dual theory.
For these field theories, in this Letter we show that the ratio
of the shear viscosity to the volume density of entropy has a
universal value
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" 6:08# 10$13K s: (1)

Furthermore, we shall argue that this is the lowest bound on
the ratio "=s for a wide class of thermal quantum field
theories.

Viscosity and graviton absorption.—Consider a thermal
field theory whose dual holographic description involves a
D-dimensional black-brane metric of the form

ds2 ! g%0&MNdx
MdxN

! f%#&%dx2 ' dy2& ' g$%%#&d#$d#%:
(2)

[The O%2& symmetry of the background is required for the
existence of the shear hydrodynamic mode in the dual
theory, thus making the notion of shear viscosity mean-
ingful.] One can have in mind, as an example, the near-
extremal D3-brane in type IIB supergravity, dual to finite-

temperature N ! 4 supersymmetric SU%Nc& Yang-Mills
theory in the limit of large Nc, and large ’t Hooft coupling
[7–10],
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dt2 ' dx2 ' dy2 ' dz2
$

' R2

r2%1$ r40=r
4& dr

2; (3)

but our discussion will be quite general. All black branes
have an event horizon [r ! r0 for the metric (3)], which is
extended along several spatial dimensions [x, y, z in the
case of (3)]. The dual field theory is at a finite temperature,
equal to the Hawking temperature of the black brane.

The entropy of the dual field theory is equal to the
entropy of the black brane, which is proportional to the
area of its event horizon,

S! A
4G

; (4)

where G is Newton’s constant (we set !h ! c ! kB ! 1).
For black branes A contains a trivial infinite factor V equal
to the spatial volume along directions parallel to the hori-
zon. The entropy density s is equal to a=%4G&, where a !
A=V.

The shear viscosity of the dual theory can be computed
from gravity in a number of equivalent approaches [11–
13]. Here we use Kubo’s formula, which relates viscosity
to equilibrium correlation functions. In a rotationally in-
variant field theory,
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Here Txy is the xy component of the stress-energy tensor
(one can replace Txy by any component of the traceless part
of the stress tensor). We shall now relate the right-hand side
of (5) to the absorption cross section of low-energy
gravitons.

According to the gauge-gravity duality [10], the stress-
energy tensor T$% couples to metric perturbations at the
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tional to the density of quasiparticles, s! kBn. Therefore,
!=s! k"1

B "mft#=n. Now #=n is the average energy per
particle. According to the uncertainty principle, the prod-
uct of the energy of a quasiparticle #=n and its mean free
time "mft cannot be smaller than !h, otherwise the quasi-
particle concept does not make sense. Therefore we obtain,
from the uncertainty principle alone, that !=s * !h=kB,
which is (15) without the numerical coefficient of
1=#4$$. We also conclude that !=s is much larger than
!h=kB in weakly coupled theories (where the mean free time
is large).

Another piece of evidence supporting the bound (15)
comes from a recent calculation [21] of !=s in the N % 4
supersymmetric SU#Nc$ Yang-Mills theories in the regime
of infinite Nc and large, but finite, ’t Hooft coupling g2Nc.
The first correction in inverse powers of g2Nc corresponds
to the first string theory correction to Einstein’s gravity.
The result reads
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where %#3$ ( 1:2020 569 . . . is Apéry’s constant. The cor-
rection is positive, in accordance with (15). It is natural to
assume that !=s is larger than the bound for all values of
the ’t Hooft coupling (Fig. 1).

The bound (15), in contrast to the entropy bound [22]
and Bekenstein’s bound [23], does not involve the speed
of light c and hence is nontrivial when applied to non-
relativistic systems. However, the range of applicability of
(15) to nonrelativistic systems is less certain. On the one
hand, by subdividing the molecules of a gas to an ever-
increasing number of nonidentical species one can increase
the entropy density (by adding the Gibbs mixing entropy)
without substantially affecting the viscosity. On the other

hand, the conjectured bound is far below the ratio of !=s
in any laboratory liquid. For water under normal condi-
tions, !=s is 380 times larger than !h=#4$kB$. Using stan-
dard tables [24,25] one can find !=s for many liquids and
gases at different temperatures and pressures. Figure 2
shows temperature dependence of !=s, normalized by
!h=#4$kB$, for a few substances at different pressures. It
is clear that the viscosity bound is well satisfied for these
substances. Liquid helium reaches the smallest value of
!=s, but this value still exceeds the bound by a factor of
about 9. We speculate that the bound (15) is valid at least
for a single-component nonrelativistic gas of particles with
spin 0 or 1=2.

Discussion.—It is important to avoid some common
misconceptions which at first sight seem to invalidate the
viscosity bound. Somewhat counterintuitively, a near-ideal
gas has a very large viscosity due to the large mean free
path. Likewise, superfluids have finite and measurable
shear viscosity associated with the normal component,
according to Landau’s two-component theory.

The bound (15) is most useful for strongly interacting
systems where reliable theoretical estimates of the viscos-
ity are not available. One of such systems is the quark-
gluon plasma (QGP) created in heavy ion collisions which
behaves in many respects as a droplet of a liquid. There are
experimental hints that the viscosity of the QGP at tem-
peratures achieved by the Relativistic Heavy Ion Collider
is surprisingly small, possibly close to saturating the vis-
cosity bound [26]. Another possible application of the
viscosity bound is trapped atomic gases. By using the
Feshbach resonance, strongly interacting Fermi gases of
atoms have been created recently. These gases have been
observed to behave hydrodynamically [27] and should
have finite shear viscosity at nonzero temperature. It would
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’t Hooft coupling g2Nc in N % 4 supersymmetric Yang-Mills
theory. The ratio diverges in the limit g2Nc ! 0 and approaches
!h=4$kB from above as g2Nc ! 1. The ratio is unknown in the
regime of intermediate ’t Hooft coupling.
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common substances: helium, nitrogen and water. The ratio is
always substantially larger than its value in theories with gravity
duals, represented by the horizontal line marked ‘‘viscosity
bound.’’
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14

FIG. 9 Bayesian posterior distribution of the model input parameters. The diagonal panels show the marginalized
distributions of individual model parameters, while o↵-diagonal panels show the joint distributions for pairs of model
parameters, visualizing their correlations. The marginalized distribution medians and 90% credible intervals are annotated
along the diagonal.
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FIG. 7 Simulated observables compared to experimental data for Pb-Pb collisions at
p
sNN = 5.02 TeV. Top row: explicit

model calculations (no emulator) for each of the d = 500 design points; bottom row: emulator predictions for n = 100 random
samples drawn from the posterior. Points with error bars are experimental data from ALICE with statistical and systematic
errors added in quadrature [72, 74].

FIG. 8 Same as Fig. 7 but for p-Pb collisions at
p
sNN = 5.02 TeV. Note that multiplicity bins are used for mean pT and

flow cumulant observables to match the bins used by experiment. Experimental data are from ALICE [73, 76] and CMS [75].

Moreland, Bass, Bernhard: 
1808.02106,1704.07671 

inputs: data from ALICE 
outputs: parameters in the 

hydrodynamic simulation
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from a Bayasian analysis of 
data from the LHC 

• one of the main sources of 
uncertainty is the geometry 
of the initial state and the 
size of the hot spots created 
from a nucleon-nucleon 
collision
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Fig. 4. Posterior distribution of the TRENTo entropy deposition parameter p. Approximate p-values are annotated for the KLN
(p ≈ 0.67 ± 0.01), EKRT (p ≈ 0.0 ± 0.1), and wounded nucleon (p = 1) models.

smallest at temperatures less than T ≈ 225 MeV. We hypothesize that this is the most important temperature
range for the present observables at LHC energies – perhaps it is where the system spends most of its time
and hence where most anisotropic flow develops, for instance – and thus the data provide a “handle” for η/s
around 200 MeV. Data at other beam energies and other, more sensitive observables could provide additional
handles at different temperatures, enabling a more precise estimate of the temperature dependence of η/s
and possibly constrain the curvature in addition to the minimum and slope.
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Fig. 5. Estimated temperature dependence of the shear viscosity (η/s)(T ) for T > Tc = 0.154 GeV. The gray shaded region indicates
the prior range for the (η/s)(T ) parametrization, the blue line is the median from the posterior distribution, and the blue band is a 90%
credible region. The horizontal gray line indicates the KSS bound η/s ≥ 1/4π [25, 26, 27].

4. Other Applications and Outlook

Bayesian model-to-data comparisons have been well established and powerful tools in many different
areas of science, e.g. in cosmology, particle physics and climate sciences. In relativistic heavy-ion physics
they are fairly novel, having been pioneered by the MADAI collaboration [28, 20, 22, 8]. One application
of particular note is the extraction of the QCD equation of state probed in relativistic heavy-ion collisions
using these techniques [21]. While the outcome of the analysis – being compatible with Lattice field theory

S.A. Bass et al. / Nuclear Physics A 967 (2017) 67–7372

Bass et al, 1704.07671, 1808.02106  
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FIG. 1 Schematic of plausible proton shapes. The sketch
on the left shows a spherically symmetric proton (dashed
line), while the middle and right illustrations depict a
fluctuating proton with three and nine constituents
respectively (solid lines).

used to calculate the probability Pcoll that the two pro-
tons collide inelastically at impact parameter b. In the
limit when the number of constituents is large, it yields
the particularly simple form

Pcoll = 1� exp[��e↵ Tpp(b)], (2)

where �e↵ is an e↵ective cross section for pairwise inelas-
tic collisions between the constituents, and �

inel
pp is the

total inelastic proton-proton cross section

�
inel
pp =

Z
2⇡b db Pcoll(b). (3)

The proton densities ⇢A,B in Eq. (1) are commonly mod-
eled using a spherically symmetric distribution. For
instance, the original implementation of the TRENTo
model uses Gaussian protons, largely because it yields
a simple analytic solution to Eq. (2). Needless to say,
such approximations are admittedly crude and may have
a significant e↵ect on the dynamics of small collision sys-
tems where the proton size is comparable to the size of
the produced QGP medium.

A number of previous studies have investigated the ef-
fects of deformed or “lumpy” protons. One common im-
plementation is a superposition of three valence quarks,
typically described by Gaussian or exponential form fac-
tors [7, 12, 26, 29, 32, 33]. The corresponding proton
density ⇢(x) is then assumed to be that of predominantly
small-x gluons, seeded by the distribution of color charge
in each of the three valence quarks.

In this work, we pursue a less restrictive and more
parametric description of the proton where the number of
substructure degrees of freedom are uncertain as depicted
in Fig. 1. We model each nucleon’s density ⇢A,B as a sum
of nc independent constituents

⇢A,B(x) =
1

nc

ncX

i=1

⇢c(x� xi), (4)

where each constituent density ⇢c is described by a Gaus-
sian distribution of width v

⇢c(x) =
1

(2⇡v2)3/2
exp

✓
�

x2

2v2

◆
, (5)

and each constituent’s position xi in Eq. (4) is sampled
from a Gaussian radial distribution with standard devia-
tion r. The e↵ect of this additional nucleon substructure
on the nuclear thickness functions is visible in Fig. 2

10 fm

FIG. 2 E↵ect of nucleon substructure on the nuclear
thickness function T (x, y) ⌘

R
dz ⇢(x, y, z) of a 208Pb

nucleus. The nucleus on the left has Gaussian nucleons of
width 0.8 fm, while the nucleus on the right has composite
nucleons, each containing six constituents of width 0.4 fm.

The two protons A, B are assigned a random impact
parameter, and Eq. (2) is used to sample their inelas-
tic collision probability Pcoll(b). Note that this proton-
proton inelastic collision probability has no direct knowl-
edge of the individual constituent degrees of freedom;
it is only indirectly sensitive through the geometry of
⇢A,B which depends on each of the constituent positions.
This is an important distinction between the present
model and a similar nucleon substructure implementa-
tion known as the participant or “wounded” quark model
which allows for a subset of quarks (constituents) to par-
ticipate inside a single nucleon [32, 52]. The proton,
unlike the nucleus, cannot produce semi-stable specta-
tor fragments in a high-energy collision. Any spectator
quarks produced by a wounded quark model would be
colored objects that necessarily contribute to secondary
particle production as they fragment and recombine to
form color-neutral hadrons. We correspondingly require
that the nucleons in Eq. (4) participate as singular ob-
jects, such that all spectator matter discarded by the
simulation is appropriately color-neutral and inert.
Assuming our two protons collide at the sampled im-

pact parameter b, we assign each a fluctuated thickness

T̃A,B(x) ⌘

Z
dz

1

nc

ncX

i=1

�i ⇢c (x� xi ± b/2), (6)

equal to the beam-integrated proton density in Eq. (4),
with each constituent shifted by the appropriate impact
parameter o↵set, and multiplied by a gamma random
variable �i with unit mean and variance 1/k. These ad
hoc gamma random weights are necessary to describe
the large fluctuations observed in minimum bias proton-
proton collisions, although their exact physical origin is
not well understood.
Within the eikonal approximation, the initial entropy

deposited at midrapidity and proper time ⌧ = 0+ fm/c

is some function

f : T̃A, T̃B 7!
dS

d2x?d⌘

����
⌘=0

, (7)
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FIG. 5. (a) Fifty equations of state were generated by ran-

domly choosing X 0
and R in Eq. (2) from the prior distribu-

tion and weighted by the posterior likelihood (b). The two

upper thick lines in each figure represent the range of lat-

tice equations of state shown in [4], and the lower thick line

shows the equation of state of a non-interacting hadron gas.

This suggests that the matter created in heavy-ion collisions

at RHIC and at the LHC has a pressure that is similar, or

slightly softer, to that expected from equilibrated matter.

rameters that determine the equation of state is shown
in Fig. 4. As a function of X 0 and R defined in Eq.
(2), the likelihood is significant for a large band near
the diagonal. Higher values of X 0, which delays the ap-
proach of the speed of sound to one third until higher
energy densities and makes the equation of state softer,
can be compensated by higher values of R, which sends
the speed of sound higher just above Tc and makes the
equation of state sti↵er. Fifty values of X 0 and R were
then taken randomly from both the prior, and weighted
by the posterior likelihood. For each case the speed of
sound is plotted as a function of the temperature in Fig.
2. It is clear that the experimental results significantly
constrain the equation of state and we also note that
the RHIC and LHC data in combination provide a bet-

ter constraint than either can alone. It appears that
the speed of sound cannot fall much below the hadron
gas value, ⇠ 0.15, for any extended range and that it
must rise with temperature. Figure 5 also shows a range
of equations of state from lattice calculations [4]. The
equations of state found here show a preference for being
slightly softer than those from the lattice, but the ranges
overlap.

IV. CONCLUSIONS

Determining the equation of state from experiment
has proven di�cult due to the intertwined links between
model parameters and numerous observables. The sta-
tistical techniques applied here overcome these di�cul-
ties. The resulting constraints suggest the speed of sound
gradually rises as a function of temperature from the
hadron gas value. The band of equations of state from
Fig. 5 is modestly softer than that of lattice calculations,
but has significant overlap. This analysis strengthens the
supposition that the matter created in relativistic heavy
ion collisions has properties similar to that of equilibrated
matter according to lattice calculations and shows that
our model describes the dynamics of heavy ion collisions
well enough to permit the extraction the thermodynamic
and transport properties of equilibrium condensed QCD
matter.
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Constraining the Equation of State of Superhadronic Matter from Heavy-Ion Collisions
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The equation of state of QCD matter for temperatures near and above the quark-hadron transition
(∼165 MeV) is inferred within a Bayesian framework through the comparison of data from the Relativistic
Heavy Ion Collider and from the Large Hadron Collider to theoretical models. State-of-the-art statistical
techniques are applied to simultaneously analyze multiple classes of observables while varying 14
independent model parameters. The resulting posterior distribution over possible equations of state is
consistent with results from lattice gauge theory.

DOI: 10.1103/PhysRevLett.114.202301 PACS numbers: 25.75.Nq

Relativistic heavy ion collisions have been proposed
as a means for investigating the equation of state of hot
matter. For fixed target energies of E=A≲ 10 GeV, analy-
ses of heavy ion collisions have significantly constrained
the compressibility of dense hadronic matter [1] for
temperatures ≲100 MeV. Higher energy collisions probe
conditions near and above the transition temperature,
where lattice calculations have shown that in a narrow
temperature band, 150 < T < 200 MeV, the scalar quark
condensate melts [2], the degrees of freedom change [3],
and the speed of sound has a minimum [4,5]. In fact,
for some time the transition was postulated to contain
a first-order phase transition accompanied by a sizable
latent heat.
In contrast to the progress of lattice calculations, exper-

imental determination of the equation of state at high
temperature has remained semiquantitative. The stunted
progress has not been due to a shortage of experimental
observables that are known to be sensitive to the equation
of state. van Hove associated the dependence of the mean
transverse momentum hpti as a function of multiplicity as a
tool for determining the equation of state [6]. Two-particle
femtoscopic correlations were proposed as a signal for a
first-order phase transition [7]. Measurements of azimuthal
elliptic flow, which are now mainly associated with
determining the viscosity, were also shown to be sensitive
to the equation of state [8,9]. Multiplicities, which are
related to entropy, have also been used to constrain the
equation of state [10]. Although femtoscopic analyses have
shown that a first order equation of state with a large latent
heat is highly unlikely [11], and that an extremely stiff
equation of state, such as that of a pion gas, is also
inconsistent with data [12], a more quantitative statement
of how well the equation of state is constrained has proven
elusive. Even if analysis of experimental data cannot
compete with lattice calculations in determining the equa-
tion of state for perfectly equilibrated matter, constraining

the equation of state by experiment can help validate the
statement that the matter created in heavy-ion collisions
behaves like an equilibrated quark gluon plasma.
The road block to turning these sensitivities into a more

robust and rigorous determination of the equation of state
has been the intertwined dependencies between the many
unknown features and parameters of the model, and the
numerous classes of measurement. Two developments now
make this next step possible. First, the models used to
describe the bulk behavior have converged to a standard
framework based on relativistic viscous hydrodynamics for
the evolution of the high temperature region, ≳165 MeV
[13], coupled to a microscopic simulation of the lower
temperature hadronic stage based on binary collisions. The
initial evolution, which feeds into the hydrodynamic
description, remains rather undefined, but one can represent
those uncertainties parametrically. The second develop-
ment is in the statistical methodologies and tools required
to compare heterogenous data to models where a large
number of parameters are required to encapsulate the many
model uncertainties. Here we use the statistical tools
described in Ref. [14] to constrain 14 parameters via a
Markov-chain Monte Carlo calculation. The statistical tools
are based on a Gaussian-process model emulator, which
allows one to estimate observables for a given point in
parameter space by interpolating from a fixed number of
full-model runs.
Here we report on comparisons of model calculations to

data from Auþ Au collisions from the highest Relativistic
Heavy Ion Collider (RHIC) energy, 100Aþ 100A GeV,
and from Pbþ Pb collisions at the Large Hadron Collider
(LHC), 1.38Aþ 1.38A TeV. The hydrodynamic and had-
ronic simulations were the same as those used in Ref. [14]
to analyze RHIC data. The analysis involves 14 parameters,
two of which vary the equation of state. The statistical
method returns a sampling of the 14-dimensional space that
is weighted by the likelihood
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FIG. 11. Elliptic flow v2 as a function of pT for particles and antiparticles. The data are shown by symbols. On the left side are blast wave
fits (lines) for three centrality bins for

√
sNN = 27 GeV. On the right side are blast wave fits for three beam energies for 10%–40% centrality.

Antiparticles are on the left, particles on the right. The lines are the same color and in the same order as the points. The dashed lines for π and
φ are not fits, but predictions based on the other fits. The error bars depict the combined statistical and systematic errors.

expansion rapidity and the amplitude of its azimuthal variation.
Secondly, β = tanh(ρ0), where β is the transverse expansion
velocity which is the velocity of the radial flow. Finally,
βa = tanh−1(ρa), where βa is the transverse expansion velocity
second harmonic variation which is related to v2. It needs to
be noticed that the mass for different particle species enters in
mT in βt (φs) only. When we do the simultaneous fits, which
will be explained below, the only difference between the fits
to different particle species is their mass.

We do blast wave fits for v2(pT) for each centrality in the
following way. First, we apply a cut on mT −m0 < 0.9 GeV
to avoid the nonhydro region at high pT . Second, the fits for
particles (K+, K0

s , p, and %) and antiparticles (K−, K0
s , p̄,

and %̄) are separated, since we know that they have different
behavior [2]. The K0

s and φ meson are plotted as both particles
and antiparticles, since the antiparticles for K0

s and φ mesons
are themselves. Third, pions are excluded from the fits since
many pions come from feed-down from resonance decays
[26]. This causes them not to have the proper shape for a

blast wave equation fit. Also, φ mesons are not included in
the fits because of their large error bars. Fourth, the fits are
simultaneous fits which means that we use v2(pT) of all of
the species of particles or antiparticles to minimize the χ2

of the fit. We do not have spectra for most of the energies
and therefore cannot use spectra to constrain the temperature.
Instead we input a temperature in a reasonable range [27]. In
this paper we choose T = 120 MeV as the input, but will show
also the results for 100 and 140 MeV.

In Fig. 11, we show examples of the centrality and energy
dependence of simultaneous blast wave fits for K0

s , p, and %.
The fits are done separately for particles and antiparticles. The
dashed lines for π and φ are not fits, but predictions based
on the other fits. In the left side, we show the simultaneous
blast wave fits for various centralities for antiparticles at
27 GeV. We can see the splitting of different particle species
is decreasing when we go from central to peripheral, which
indicates the decreasing radial flow for antiparticles. On the
right, we show the simultaneous blast wave fits for 10%–40%
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Sidebar 2.4: The States of QCD Matter
The study of states of matter governed by the strong 

force parallels progress in other fields of matter in 

which surprising “emergent phenomena,” striking 

macroscopic phenomena in no way apparent in the 

laws describing the interactions between microscopic 

constituents, have been discovered. High temperature 

superconductivity is an emergent phenomenon arising 

in strongly correlated, electromagnetically interacting 

matter. The first goals after its discovery included the 

mapping of its phase diagram, shown at the upper-left, 

and the characterization of the newly found phases of 

matter, including the strange metal phase. As with QGP, 

there is no known way to describe its structure and 

properties particle by particle; understanding strange 

metals remains a central challenge. Experimental 

progress can come by changing the material doping—

adding more holes than electrons—and by probing the 

material at shorter wavelengths—for example, with the 

angle resolved photo emission spectroscopy (ARPES) 

technique, shown on the lower left—with the goal of 

understanding how strong correlations result in the 

emergence of the surprising macroscopic phenomena. 

Near perfect fluidity is an equally exciting and 

unexpected emergent phenomenon, in this case arising 

in strongly interacting matter in the QGP phase. Doping 

QGP, adding more quarks than antiquarks, is done via 

changing the collision energy and enables a search for 

a possible critical point in the phase diagram shown in 

the upper right. The reach of the RHIC BES-II program 

that will be enabled by new instrumentation at RHIC is 

shown, as are the trajectories on the phase diagram 

followed by the cooling droplets of QGP produced in 

collisions with varying energy. The microscopy of QGP 

is enabled by new “microscopes,” such as sPHENIX, 

shown in the lower right, and upgraded detectors and 

luminosities in the combined RHIC and LHC program.
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FIG. 3. Distributions of per-trigger yield in the peripheral and
the central event activity classes and their differences (solid
symbols), for different ranges of paT and 0.5 < pbT < 4 GeV,
together with functions a0 + 2a2 cos 2∆φ (solid line) and
a0 + 2a2 cos 2∆φ + 2a3 cos 3∆φ (dashed line) obtained via a
Fourier decomposition (see text). The values for the ZYAM-
determined pedestal levels are indicated on each panel for
peripheral (bP

ZYAM
) and central (bC

ZYAM
) ΣEPb

T bins.

A similar dependence is observed for long-range corre-
lations in Pb+Pb collisions at approximately the same
pT [22, 23].
The relative amplitude of the cosn∆φ modulation of

∆Y (∆φ), cn, for n = 2, 3 can be estimated using an, and
the extracted value of b

ZYAM
for central events:

cn = an/(b
C
ZYAM

+ a0). (3)

Figure 4(e) shows c2 and c3 as a function of paT for
0.5 < pbT < 4 GeV. The value of c2 is much larger
than c3 and exhibits a behavior similar to ∆Y (∆φ)
at the near-side and away-side. Using the tech-
niques discussed in Ref. [23], cn can be converted
into an estimate of sn, the average nth Fourier coef-
ficient of the event-by-event single-particle φ distribu-
tion, by assuming the factorization relation cn(paT, p

b
T) =

sn(paT)sn(p
b
T). From this, sn(paT) is calculated as

sn(paT) = cn(paT, p
b
T)/

√

cn(pbT, p
b
T), where cn(pbT, p

b
T) is

obtained from Eq. (3) using the an extracted from the
difference between the central and peripheral data shown
in Fig. 2(c). The s2(paT) values obtained this way ex-
ceed 0.1 at pT ∼ 2–4 GeV, as shown in Fig. 4(f). The
s3(paT) values are smaller than s2(paT) over the measured
pT range. The factorization relation used to compute
s2(paT) is found to be valid within 10%–20% when select-
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FIG. 4. Integrated per-trigger yields, Yint(see text), vs paT
for 0.5 < pbT < 4 GeV in peripheral and central events, on
the (a) near-side and (b) away-side. The panels (c) and (d)
show the difference, ∆Yint. Panels (e) and (f) show the pT
dependence of cn and sn for n=2,3, respectively. The error
bars and shaded boxes represent the statistical and systematic
uncertainties, respectively.

ing different sub-ranges of pbT within 0.5–4 GeV, while the
precision of s3(paT) data does not allow a quantitative test
of the factorization. The analysis is also repeated for cor-
relation functions separately constructed from like-sign
pairs and unlike-sign pairs, and the resulting cn and sn
coefficients are found to be consistent within their statis-
tical and systematic uncertainties.

In summary, ATLAS has measured two-particle corre-
lation functions in

√
sNN = 5.02 TeV p+Pb collisions in

different intervals of ΣEPb

T over 2 < |∆η| < 5. An away-
side contribution is observed that grows rapidly with in-
creasingΣEPb

T and which matches many essential features
of the near-side ridge observed here, as well as in previ-
ous high-multiplicity p+ p, p+Pb and Pb+Pb data at
the LHC. Thus, while the ridge in p+ p and p+Pb colli-
sions has been characterized as a near-side phenomenon,
these results show that it has both near-side and away-
side components that are symmetric around ∆φ ∼ π/2,
with a ∆φ dependence that is approximately described
by a cos 2∆φ modulation. A Fourier decomposition of
the correlation function, C(∆φ), yields a pair cos 2∆φ
amplitude of about 0.01 at pT ∼ 3 GeV, correspond-
ing to a single-particle amplitude of about 0.1. Similar
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FIG. 3. Distributions of per-trigger yield in the peripheral and
the central event activity classes and their differences (solid
symbols), for different ranges of paT and 0.5 < pbT < 4 GeV,
together with functions a0 + 2a2 cos 2∆φ (solid line) and
a0 + 2a2 cos 2∆φ + 2a3 cos 3∆φ (dashed line) obtained via a
Fourier decomposition (see text). The values for the ZYAM-
determined pedestal levels are indicated on each panel for
peripheral (bP

ZYAM
) and central (bC

ZYAM
) ΣEPb

T bins.

A similar dependence is observed for long-range corre-
lations in Pb+Pb collisions at approximately the same
pT [22, 23].
The relative amplitude of the cosn∆φ modulation of

∆Y (∆φ), cn, for n = 2, 3 can be estimated using an, and
the extracted value of b

ZYAM
for central events:

cn = an/(b
C
ZYAM

+ a0). (3)

Figure 4(e) shows c2 and c3 as a function of paT for
0.5 < pbT < 4 GeV. The value of c2 is much larger
than c3 and exhibits a behavior similar to ∆Y (∆φ)
at the near-side and away-side. Using the tech-
niques discussed in Ref. [23], cn can be converted
into an estimate of sn, the average nth Fourier coef-
ficient of the event-by-event single-particle φ distribu-
tion, by assuming the factorization relation cn(paT, p

b
T) =

sn(paT)sn(p
b
T). From this, sn(paT) is calculated as

sn(paT) = cn(paT, p
b
T)/

√

cn(pbT, p
b
T), where cn(pbT, p

b
T) is

obtained from Eq. (3) using the an extracted from the
difference between the central and peripheral data shown
in Fig. 2(c). The s2(paT) values obtained this way ex-
ceed 0.1 at pT ∼ 2–4 GeV, as shown in Fig. 4(f). The
s3(paT) values are smaller than s2(paT) over the measured
pT range. The factorization relation used to compute
s2(paT) is found to be valid within 10%–20% when select-
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FIG. 4. Integrated per-trigger yields, Yint(see text), vs paT
for 0.5 < pbT < 4 GeV in peripheral and central events, on
the (a) near-side and (b) away-side. The panels (c) and (d)
show the difference, ∆Yint. Panels (e) and (f) show the pT
dependence of cn and sn for n=2,3, respectively. The error
bars and shaded boxes represent the statistical and systematic
uncertainties, respectively.

ing different sub-ranges of pbT within 0.5–4 GeV, while the
precision of s3(paT) data does not allow a quantitative test
of the factorization. The analysis is also repeated for cor-
relation functions separately constructed from like-sign
pairs and unlike-sign pairs, and the resulting cn and sn
coefficients are found to be consistent within their statis-
tical and systematic uncertainties.

In summary, ATLAS has measured two-particle corre-
lation functions in

√
sNN = 5.02 TeV p+Pb collisions in

different intervals of ΣEPb

T over 2 < |∆η| < 5. An away-
side contribution is observed that grows rapidly with in-
creasingΣEPb

T and which matches many essential features
of the near-side ridge observed here, as well as in previ-
ous high-multiplicity p+ p, p+Pb and Pb+Pb data at
the LHC. Thus, while the ridge in p+ p and p+Pb colli-
sions has been characterized as a near-side phenomenon,
these results show that it has both near-side and away-
side components that are symmetric around ∆φ ∼ π/2,
with a ∆φ dependence that is approximately described
by a cos 2∆φ modulation. A Fourier decomposition of
the correlation function, C(∆φ), yields a pair cos 2∆φ
amplitude of about 0.01 at pT ∼ 3 GeV, correspond-
ing to a single-particle amplitude of about 0.1. Similar

v n
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FIG. 3. Distributions of per-trigger yield in the peripheral and
the central event activity classes and their differences (solid
symbols), for different ranges of paT and 0.5 < pbT < 4 GeV,
together with functions a0 + 2a2 cos 2∆φ (solid line) and
a0 + 2a2 cos 2∆φ + 2a3 cos 3∆φ (dashed line) obtained via a
Fourier decomposition (see text). The values for the ZYAM-
determined pedestal levels are indicated on each panel for
peripheral (bP

ZYAM
) and central (bC

ZYAM
) ΣEPb

T bins.

A similar dependence is observed for long-range corre-
lations in Pb+Pb collisions at approximately the same
pT [22, 23].
The relative amplitude of the cosn∆φ modulation of

∆Y (∆φ), cn, for n = 2, 3 can be estimated using an, and
the extracted value of b

ZYAM
for central events:

cn = an/(b
C
ZYAM

+ a0). (3)

Figure 4(e) shows c2 and c3 as a function of paT for
0.5 < pbT < 4 GeV. The value of c2 is much larger
than c3 and exhibits a behavior similar to ∆Y (∆φ)
at the near-side and away-side. Using the tech-
niques discussed in Ref. [23], cn can be converted
into an estimate of sn, the average nth Fourier coef-
ficient of the event-by-event single-particle φ distribu-
tion, by assuming the factorization relation cn(paT, p

b
T) =

sn(paT)sn(p
b
T). From this, sn(paT) is calculated as

sn(paT) = cn(paT, p
b
T)/

√

cn(pbT, p
b
T), where cn(pbT, p

b
T) is

obtained from Eq. (3) using the an extracted from the
difference between the central and peripheral data shown
in Fig. 2(c). The s2(paT) values obtained this way ex-
ceed 0.1 at pT ∼ 2–4 GeV, as shown in Fig. 4(f). The
s3(paT) values are smaller than s2(paT) over the measured
pT range. The factorization relation used to compute
s2(paT) is found to be valid within 10%–20% when select-

in
t

Y

0

0.2

0.4
ATLAS p+Pb

-1bµ 1 ≈ L ∫=5.02 TeV, NNs

 < 4 GeVb
T

0.5 < p
| < 5ηΔ2 < |

(a)/3π|<φΔ|

0

0.5

1

1.5  > 80 GeVPb
TEΣ

 < 20 GeVPb
TEΣ

Difference

(b)/3π|>2φΔ|

 [GeV]a
T

p
0 2 4 6

in
t

Y
Δ

0

0.2

0.4
(c)/3π|<φΔ|

 [GeV]a
T

p
0 2 4 6

0

0.2

0.4
(d)/3π|>2φΔ|

 [GeV]a
T

p
0 2 4 6

nc

0

0.005

0.01

n = 2
n = 3

ATLAS p+Pb
=5.02 TeVNNs

-1bµ 1 ≈ L ∫

 > 80 GeVPb
TEΣ

|<5ηΔ2<|

<4 GeVb
T

0.5<p

(e)

 [GeV]a
T

p
0 2 4 6

ns

0

0.05

0.1

0.15

n = 2
n = 3

ATLAS p+Pb
=5.02 TeVNNs

-1bµ 1 ≈ L ∫

 > 80 GeVPb
TEΣ

|<5ηΔ2<|

<4 GeVb
T

0.5<p

(f)

FIG. 4. Integrated per-trigger yields, Yint(see text), vs paT
for 0.5 < pbT < 4 GeV in peripheral and central events, on
the (a) near-side and (b) away-side. The panels (c) and (d)
show the difference, ∆Yint. Panels (e) and (f) show the pT
dependence of cn and sn for n=2,3, respectively. The error
bars and shaded boxes represent the statistical and systematic
uncertainties, respectively.

ing different sub-ranges of pbT within 0.5–4 GeV, while the
precision of s3(paT) data does not allow a quantitative test
of the factorization. The analysis is also repeated for cor-
relation functions separately constructed from like-sign
pairs and unlike-sign pairs, and the resulting cn and sn
coefficients are found to be consistent within their statis-
tical and systematic uncertainties.

In summary, ATLAS has measured two-particle corre-
lation functions in

√
sNN = 5.02 TeV p+Pb collisions in

different intervals of ΣEPb

T over 2 < |∆η| < 5. An away-
side contribution is observed that grows rapidly with in-
creasingΣEPb

T and which matches many essential features
of the near-side ridge observed here, as well as in previ-
ous high-multiplicity p+ p, p+Pb and Pb+Pb data at
the LHC. Thus, while the ridge in p+ p and p+Pb colli-
sions has been characterized as a near-side phenomenon,
these results show that it has both near-side and away-
side components that are symmetric around ∆φ ∼ π/2,
with a ∆φ dependence that is approximately described
by a cos 2∆φ modulation. A Fourier decomposition of
the correlation function, C(∆φ), yields a pair cos 2∆φ
amplitude of about 0.01 at pT ∼ 3 GeV, correspond-
ing to a single-particle amplitude of about 0.1. Similar

u!T
!"
CYM ¼ "u", using the fact that u! is a timelike eigen-

vector of T!"
CYM and satisfies u2 ¼ 1.

Other important details of our analysis are as follows.
Unless otherwise noted, #switch¼ 0:2 fm=c. We employ
the s95p-PCE equation of state, obtained from fits to
lattice quantum chromodynamics (QCD) results and a
hadron resonance gas model [30], with partial chemical
equilibrium (PCE) setting in below a temperature TPCE ¼
150 MeV. Kinetic freeze-out occurs at TFO ¼ 120 MeV.
At this temperature, we implement the Cooper-Frye pre-
scription [31] for computing particle spectra. Unless other-
wise noted, shown results include decays from resonances
of masses up to 1.3 GeV.

A novel feature of our study is the determination of
centrality classes using the multiplicity distribution of
gluons much like the procedure followed by the heavy
ion experiments [32]. The gluon multiplicity distribution
is shown in Fig. 1. Centrality classes are determined from
the fraction of the integral over this distribution, beginning
with integrating from the right. As a consequence of
implementing this centrality selection, we properly
account for impact parameter and multiplicity fluctuations.

Because entropy is produced during the viscous hydro-
dynamic evolution, we need to adjust the normalization of
the initial energy density commensurately to describe the
final particle spectra [33]. The obtained pT spectra of

pions, kaons, and protons are shown for 0%–5% central
collisions at

ffiffiffi
s

p ¼ 2:76 TeV=nucleon, using the shear vis-
cosity to entropy density ratio $=s ¼ 0:2, in Fig. 2, and
compared to data from ALICE [34]. The results are for
averages over only 20 events in this case, but statistical
errors are smaller than the linewidth for the spectra.
Overall, the agreement with experimental data is good.
However, soft pions at pT < 300 MeV are underestimated.
We determine v1 to v5 in every event by first determin-

ing the exact event plane [35,36]

c n ¼
1

n
arctan

hsinðn%Þi
hcosðn%Þi ; (1)

and then computing

vnðpTÞ ¼ hcosðnð% $ c nÞÞi

%
R
d%fðpT;%Þ cosðnð% $ c nÞÞR

d%fðpT;%Þ ; (2)

where fðpT;%Þ are the thermal distribution functions with
viscous corrections obtained in the Cooper-Frye approach
(with additional contributions from resonance decays).
We first present the root-mean-square (rms) vnðpTÞ for

10%–20% central collisions and compare to experimental
data from the ATLAS Collaboration [4] in Fig. 3.
Agreement for v2–v5 is excellent. Note that the vn from
the experimental event-plane method used by ATLAS
agree well with the rms values [37]. We also find excellent
agreement over the whole studied centrality range when
comparing the pT-integrated rms v2, v3, and v4 to the
available vnf2g (obtained from two-particle correlations,
corresponding to the rms values) from the ALICE
Collaboration [3], as shown in Fig. 4.
We studied the effect of initial transverse flow included

in our framework by also computing vnðpTÞ with u! set to
zero at time #switch. The effect on hadron anisotropic flow
turns out to be extremely weak—results agree within sta-
tistical errors. Because photons are produced early on in
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A similar dependence is observed for long-range corre-
lations in Pb+Pb collisions at approximately the same
pT [22, 23].
The relative amplitude of the cosn∆φ modulation of

∆Y (∆φ), cn, for n = 2, 3 can be estimated using an, and
the extracted value of b

ZYAM
for central events:

cn = an/(b
C
ZYAM

+ a0). (3)

Figure 4(e) shows c2 and c3 as a function of paT for
0.5 < pbT < 4 GeV. The value of c2 is much larger
than c3 and exhibits a behavior similar to ∆Y (∆φ)
at the near-side and away-side. Using the tech-
niques discussed in Ref. [23], cn can be converted
into an estimate of sn, the average nth Fourier coef-
ficient of the event-by-event single-particle φ distribu-
tion, by assuming the factorization relation cn(paT, p

b
T) =

sn(paT)sn(p
b
T). From this, sn(paT) is calculated as

sn(paT) = cn(paT, p
b
T)/

√

cn(pbT, p
b
T), where cn(pbT, p

b
T) is

obtained from Eq. (3) using the an extracted from the
difference between the central and peripheral data shown
in Fig. 2(c). The s2(paT) values obtained this way ex-
ceed 0.1 at pT ∼ 2–4 GeV, as shown in Fig. 4(f). The
s3(paT) values are smaller than s2(paT) over the measured
pT range. The factorization relation used to compute
s2(paT) is found to be valid within 10%–20% when select-
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FIG. 4. Integrated per-trigger yields, Yint(see text), vs paT
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show the difference, ∆Yint. Panels (e) and (f) show the pT
dependence of cn and sn for n=2,3, respectively. The error
bars and shaded boxes represent the statistical and systematic
uncertainties, respectively.

ing different sub-ranges of pbT within 0.5–4 GeV, while the
precision of s3(paT) data does not allow a quantitative test
of the factorization. The analysis is also repeated for cor-
relation functions separately constructed from like-sign
pairs and unlike-sign pairs, and the resulting cn and sn
coefficients are found to be consistent within their statis-
tical and systematic uncertainties.

In summary, ATLAS has measured two-particle corre-
lation functions in

√
sNN = 5.02 TeV p+Pb collisions in

different intervals of ΣEPb

T over 2 < |∆η| < 5. An away-
side contribution is observed that grows rapidly with in-
creasingΣEPb

T and which matches many essential features
of the near-side ridge observed here, as well as in previ-
ous high-multiplicity p+ p, p+Pb and Pb+Pb data at
the LHC. Thus, while the ridge in p+ p and p+Pb colli-
sions has been characterized as a near-side phenomenon,
these results show that it has both near-side and away-
side components that are symmetric around ∆φ ∼ π/2,
with a ∆φ dependence that is approximately described
by a cos 2∆φ modulation. A Fourier decomposition of
the correlation function, C(∆φ), yields a pair cos 2∆φ
amplitude of about 0.01 at pT ∼ 3 GeV, correspond-
ing to a single-particle amplitude of about 0.1. Similar

u!T
!"
CYM ¼ "u", using the fact that u! is a timelike eigen-

vector of T!"
CYM and satisfies u2 ¼ 1.

Other important details of our analysis are as follows.
Unless otherwise noted, #switch¼ 0:2 fm=c. We employ
the s95p-PCE equation of state, obtained from fits to
lattice quantum chromodynamics (QCD) results and a
hadron resonance gas model [30], with partial chemical
equilibrium (PCE) setting in below a temperature TPCE ¼
150 MeV. Kinetic freeze-out occurs at TFO ¼ 120 MeV.
At this temperature, we implement the Cooper-Frye pre-
scription [31] for computing particle spectra. Unless other-
wise noted, shown results include decays from resonances
of masses up to 1.3 GeV.

A novel feature of our study is the determination of
centrality classes using the multiplicity distribution of
gluons much like the procedure followed by the heavy
ion experiments [32]. The gluon multiplicity distribution
is shown in Fig. 1. Centrality classes are determined from
the fraction of the integral over this distribution, beginning
with integrating from the right. As a consequence of
implementing this centrality selection, we properly
account for impact parameter and multiplicity fluctuations.

Because entropy is produced during the viscous hydro-
dynamic evolution, we need to adjust the normalization of
the initial energy density commensurately to describe the
final particle spectra [33]. The obtained pT spectra of

pions, kaons, and protons are shown for 0%–5% central
collisions at

ffiffiffi
s

p ¼ 2:76 TeV=nucleon, using the shear vis-
cosity to entropy density ratio $=s ¼ 0:2, in Fig. 2, and
compared to data from ALICE [34]. The results are for
averages over only 20 events in this case, but statistical
errors are smaller than the linewidth for the spectra.
Overall, the agreement with experimental data is good.
However, soft pions at pT < 300 MeV are underestimated.
We determine v1 to v5 in every event by first determin-

ing the exact event plane [35,36]

c n ¼
1

n
arctan

hsinðn%Þi
hcosðn%Þi ; (1)

and then computing

vnðpTÞ ¼ hcosðnð% $ c nÞÞi

%
R
d%fðpT;%Þ cosðnð% $ c nÞÞR

d%fðpT;%Þ ; (2)

where fðpT;%Þ are the thermal distribution functions with
viscous corrections obtained in the Cooper-Frye approach
(with additional contributions from resonance decays).
We first present the root-mean-square (rms) vnðpTÞ for

10%–20% central collisions and compare to experimental
data from the ATLAS Collaboration [4] in Fig. 3.
Agreement for v2–v5 is excellent. Note that the vn from
the experimental event-plane method used by ATLAS
agree well with the rms values [37]. We also find excellent
agreement over the whole studied centrality range when
comparing the pT-integrated rms v2, v3, and v4 to the
available vnf2g (obtained from two-particle correlations,
corresponding to the rms values) from the ALICE
Collaboration [3], as shown in Fig. 4.
We studied the effect of initial transverse flow included

in our framework by also computing vnðpTÞ with u! set to
zero at time #switch. The effect on hadron anisotropic flow
turns out to be extremely weak—results agree within sta-
tistical errors. Because photons are produced early on in
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are the pA and AA vN related to the same physics?
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pA dA

control the collision geometry by varying the small nucleus
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pA dA

control the collision geometry by varying the small nucleus
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does v2 reflect the geometry of the initial state in p/d+A as in A+A?



what can RHIC add?
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RHIC had huge d+Au sample 
25x smaller collision energy than the LHC



v2: pPb & dAu
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a small QGP?

 37

pA dA

control the collision geometry by varying the small nucleus
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FIG. 1. | Average system eccentricities from a Monte Carlo Glauber model and hydrodynamic evolution of
small systems. a, Average second (third) order spatial eccentricities, "2 ("3), shown as columns for small impact parameter
p+Au (red), d+Au (blue), and 3He+Au (black) collisions as calculated from a MC Glauber model. The second and third order
spatial eccentricities correspond to ellipticity and triangularity respectively as depicted by the shapes inset in the bars. b, Hy-
drodynamic evolution of a characteristic head-on p+Au (top), d+Au (middle), and 3He+Au (bottom) collision at

p
sNN = 200

GeV as calculated by sonic, where the p/d/3He completely overlap with the Au nucleus. From left to right each row gives the
temperature distribution of the nuclear matter at four time points following the initial collision at t = 0. The arrows depict
the velocity field, with the length of the longest arrow plotted corresponding to � = 0.82.

This ordering assumes that hydrodynamics can e�ciently
translate the initial geometric "n into dynamical vn,
which in turn requires a small value for the specific shear
viscosity.

There exist a class of alternative explanations where
vn is not generated via flow, but rather is created at the
earliest time in the collision process as described by so-
called initial-state momentum correlation models. They
produce a mimic flow signal where the initial collision
generates color flux tubes that have a preference to emit
particles back-to-back in azimuth [19, 20]. These color
flux tubes, also referred to as domains, have a trans-
verse size relative to the collision axis less than the color-
correlation length of order 0.1-0.2 fm. In the case where
individual domains are resolved, a collision system with
a larger overall area but the same characteristic domain
size (for example d+Au and 3He+Au compared with
p+Au and p+p) should have a weaker correlation because
the di↵erent domains are separated and do not commu-
nicate [21, 22]. An instructive analogy is a ferromag-
net with many domains: if the domains are separated
and disconnected, the overall magnetic field is weakened
by the cancellation of e↵ects from the random orienta-
tion in the di↵erent domains. The RMS diameter of the
deuteron is 4.2 fm, and so in d+Au collisions the two hot

spots are much further apart than the characteristic do-
main size. A straightforward prediction is then that the
v2 and v3 coe�cients should be ordered

vp+Au
n > vd+Au

n > v
3He+Au
n , (4)

in contradistinction to the hydrodynamic flow prediction.
An experimental realization of the proposed geome-

try scan has been under way since 2014 at RHIC. Col-
lisions of 3He+Au, p+Au, and d+Au at

p
sNN = 200

GeV were recorded in 2014, 2015, and 2016, respectively.
The PHENIX experiment observed elliptic anisotropies
in the azimuthal distributions of the charged particles
produced in all three systems [23–25], as well as trian-
gular anisotropies in 3He+Au collisions [25]. This Letter
completes this set of elliptic and triangular flow measure-
ments from PHENIX in all three systems and explores
the relation between the strength of the measured vn and
the initial-state geometry.
The vn measurements reported here are determined

using the event plane method [26] for charged hadrons
in the midrapidity region covering |⌘| < 0.35, where ⌘ is
the particle pseudorapidity,

⌘ ⌘ � ln

✓
tan

✓

2

◆
, (5)

PHENIX, 1805.02973

hydrodynamic evolution of pAu, dAu and 3HeAu collisions
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FIG. 3. | Measured vn(pT ) in three collision systems compared to models. a, Measured vn(pT ) in the 0-5% most
central p+Au collisions compared to models. b, Measured vn(pT ) in the 0-5% most central d+Au collisions compared to models.
c, Measured vn(pT ) in the 0-5% most central 3He+Au compared to models. Each point in a-c represents an average over pT
bins of width 0.2 GeV/c to 0.5 GeV/c; black circles are v2, black diamonds are v3. The solid red (dashed blue) curves in a-c
represent hydrodynamic predictions of vn from sonic (iEBE-VISHNU). The solid green curves in a-c represent initial-state
momentum correlation postdictions of vn from MSTV.

model and the same specific ⌘/s strongly supports the
hydrodynamic picture.
The hydrodynamic calculations shown in Fig. 3 use ini-

tial conditions generated from a nucleon Glauber model.
However, initial geometries with quark substructure do
not significantly change the "2 and "3 values for high
multiplicity p/d/3He+Au collisions [32, 33] and thus the
hydrodynamic results should be relatively insensitive to
these variations.
While we have focused on hydrodynamical models

here, there is an alternative class of models that also
translate initial spatial eccentricity to final state par-
ticle azimuthal momentum anisotropy. Instead of hy-
drodynamic evolution, the translation occurs via parton-
parton scattering with a modest interaction cross section.
These parton transport models, for example A Multi-
Phase Transport (ampt) Model [34], are able to capture
the system ordering of vn at low-pT in small systems [35],
but fail to describe the pT dependence and overall mag-
nitude of the coe�cients for all systems resulting in a
p-value consistent with zero when compared to the data
shown here. We have additionally analyzed ampt follow-
ing the identical PHENIX event plane method and find
even worse agreement with the experimental data.
While the initial geometry models for the d+Au and

3He+Au are largely constrained by our detailed under-
standing of the 2- and 3-body nucleon correlations in the
deuteron and 3He nuclei, respectively, the distribution of
deposited energy around each nucleon-nucleon collision
site could result in an ambiguity between the allowed
ranges of the ⌘/s and the broadening of the initial distri-
bution, as pointed out in Ref. [13]. However, a broader

distribution of deposited energy results in a significant
reduction of the "2 values and an even greater reduc-
tion of "3, with by far the largest reduction in the p+Au
system. Here again, the simultaneous constraints of the
elliptic and triangular flow ordering eliminates this am-
biguity.
Our experimental data also rule out the initial-state

correlations scenario where color domains are individu-
ally resolved as the dominant mechanics for creating v2
and v3 in p/d/3He+Au collisions. After our results be-
came publicly available, a new calculation was presented
in Ref. [37], hereafter referred to as MSTV, where the or-
dering of the measured vn values matches the experimen-
tal data. This calculation posits that gluons from the Au
target do not resolve individual color domains in the pro-
jectile p/d/3He and interact with them coherently, and
thus the ordering does not follow Eq. 4. The calculations
are shown in Fig. 3, and yield a p-value for the MSTV
calculations of v2 and v3 for the three collision systems of
e↵ectively zero, in contradistinction to the robust values
found for the hydrodynamic models. Another key state-
ment made by MSTV – that in the dilute-dense limit the
saturation scale Q2

s is proportional to the number of pro-
duced charged particles – is questionable [38], but also
leads the MSTV authors to make a clear prediction that
the v2 will be identical between systems when selecting
on the same event multiplicity. Shown in Fig. 4 are the
previously published d+Au (20-40%) and p+Au (0-5%)
v2 where the measured mean charged particle multiplic-
ities (dNch/d⌘) match [36]. The results do not support
the MSTV prediction of an identical v2 for these two sys-
tems at the same multiplicity, while the di↵erences in v2

v2, v3 from pAu, dAu, 3HeAu compared to two hydrodynamic models 
(SONIC & iEBE-VISHNU)
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T < 5 GeV and N rec
ch ! 60.

The error bars indicate statistical uncertainties.
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2 as a function of N rec

ch in the 13 TeV pp

and 5.02 TeV p + Pb data. The results are for 0.5 < pa,b
T < 5 GeV.

The error bars and shaded bands indicate statistical and systematic
uncertainties, respectively.

presence of single-particle modulation of the per-event dN/dφ
distributions, single-particle vn values are extracted and plotted
versus N rec

ch and pT.
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024908-22

• evidence for similar vN signals in pp collisions as well 

• does that mean: 

• QGP in pp collisions? 

• vN is not evidence for hydrodynamics in AA collisions? 

• something else? 

• what is the smallest size QGP you could make?

ATLAS, PRC 96 024908 (2016)

this is an area of very 
active discussion

Weller & Romatschke, PLB 774 351 
Mace et al PRL 121 052301 
Nagle & Zajc, 1808.01276 

M. Strikland, Quark Matter 2018 
… 

plus many experimental papers



summary of part 1

• the matter created in heavy ion collisions, the QGP, is well 
described by hydrodynamics with a very small η/s 

• active investigation into the limits of this statement 

• lower collision energy 

• smaller collision systems, even down to pp collisions 

• tomorrow: 

• how do we understand how this matter works?

 41



extras



two particle correlations

�43

dN
d�

/ 1 + 2v2 cos 2 (��  2) (1)

dN
d�

/ 1 + 2v2 cos 2 (��  2) + 2v3 cos 3 (��  3) + . . . (2)

dN
d�

/ 1 +
n

Â 2vn cos n (��  n) (3)

�� ⌘ �A ��B (4)

dNAB
d��

/ 1 +
n

Â 2vn,Avn,B cos (n��) (5)

1

dN
d�

/ 1 + 2v2 cos 2 (��  2) (1)

dN
d�

/ 1 + 2v2 cos 2 (��  2) + 2v3 cos 3 (��  3) + . . . (2)

dN
d�

/ 1 +
n

Â 2vn cos n (��  n) (3)

�� ⌘ �A ��B (4)

"2 =

p
hr2 cos 2�i2 + hr2 sin 2�i2

hri2 (5)

"3 =

p
hr3 cos 2�i2 + hr3 sin 2�i2

hri3 (6)

dNAB
d��

/ 1 +
n

Â 2vn,Avn,B cos (n��) (7)

dN
d�

= 1 + 2v2 cos 2� (8)

1



two particle correlations

�44

12 7 Long-Range Correlations in 7 TeV Data
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Figure 7: 2-D two-particle correlation functions for 7 TeV pp (a) minimum bias events with
pT > 0.1 GeV/c, (b) minimum bias events with 1 < pT < 3 GeV/c, (c) high multiplicity
(N

offline
trk � 110) events with pT > 0.1 GeV/c and (d) high multiplicity (N

offline
trk � 110) events

with 1 < pT < 3 GeV/c. The sharp near-side peak from jet correlations is cut off in order to
better illustrate the structure outside that region.

of particles and, therefore, has a qualitatively similar effect on the shape as the particle pT cut
on minimum bias events (compare Fig. 7b and Fig. 7c). However, it is interesting to note that
a closer inspection of the shallow minimum at Df ⇡ 0 and |Dh| > 2 in high multiplicity pT-
integrated events reveals it to be slightly less pronounced than that in minimum bias collisions.

Moving to the intermediate pT range in high multiplicity events shown in Fig. 7d, an unex-
pected effect is observed in the data. A clear and significant “ridge”-like structure emerges
at Df ⇡ 0 extending to |Dh| of at least 4 units. This is a novel feature of the data which has
never been seen in two-particle correlation functions in pp or pp̄ collisions. Simulations using
MC models do not predict such an effect. An identical analysis of high multiplicity events in
PYTHIA8 [34] results in correlation functions which do not exhibit the extended ridge at Df ⇡0
seen in Fig. 7d, while all other structures of the correlation function are qualitatively repro-
duced. PYTHIA8 was used to compare to these data since it produces more high multiplicity
events than PYTHIA6 in the D6T tune . Several other PYTHIA tunes, as well as HERWIG++ [30]
and Madgraph [35] events were also investigated. No evidence for near-side correlations cor-
responding to those seen in data was found.

The novel structure in the high multiplicity pp data is reminiscent of correlations seen in rel-
ativistic heavy ion data. In the latter case, the observed long-range correlations are generally
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FIG. 2. (Color online) The steps involved in the extraction of vn

values for 2–3 GeV fixed-pT correlations in the 0%–5% centrality
interval: (a) 2D correlation function; (b) the 1D !φ correlation
function for 2 < |!η| < 5 (rebinned into 100 bins), overlaid with
contributions from the individual vn,n components and their sum,
as well as the residual difference between the data and the sum;
(c) Fourier coefficient vn,n vs |!η| for n = 1–6; and (d) vn vs |!η|
for n = 2–6. The shaded bands in (c) and (d) indicate the systematic
uncertainties, as described in the text.

dimensional (1D) !φ correlation function can be constructed
for a given !η interval:

C(!φ) = A ×
∫

S(!φ,!η)d!η∫
B(!φ,!η)d!η

. (15)

The normalization constant A is determined by scaling the
number of pairs in 2 < |!η| < 5 to be the same between
the foreground (S) and background (B). This normalization
is then applied to other !η intervals. Each 1D correlation
function is expanded into a Fourier series according to Eq. (2),
with coefficients vn,n calculated directly via a discrete Fourier
transformation (DFT):

vn,n = ⟨cos n!φ⟩ =
∑N

m=1 cos(n!φm)C(!φm)
∑N

m=1 C(!φm)
, (16)

where n = 1–15, and N = 200 is the number of !φ bins. A
small upward relative correction is applied (∼ 0.15% for n = 6
and increasing to 1% for n = 15) to account for the finite
!φ bin width. Figure 2(b) shows one such 1D correlation
function for 2 < |!η| < 5, overlaid with the corresponding
contributions from individual vn,n components. The shape of
the correlation function is well described by the sum of the
first six vn,n components.

According to Eq. (4), if the correlations are dominated by
those arising from asymmetry of the initial geometry such
as flow, vn,n should factorize into the product of two single-
particle harmonic coefficients. This is found to be the case for
n ! 2 at low pT for pairs with a large !η gap, but is not true for
n = 1 (see Secs. V B and V C), similar to what was also found
in other measurements [39,40]. Thus, if the two particles are
selected from the same pT interval (“fixed-pT” correlations) as
in Fig. 2, the single-particle vn for n ! 2 can be calculated as
vn = √

vn,n. When vn,n < 0, vn is defined as vn = −
√

|vn,n| (or
vn = vn,n/

√
|vn,n| in general). This calculation is repeated for

all 1D correlation functions in each |!η| slice. The resulting
full |!η| dependencies of vn,n and vn are shown in Figs. 2(c)
and 2(d), respectively.

The vn,n and vn values are found to vary rapidly for
|!η| " 1, presumably reflecting the influence of the short-
range correlation at (!φ,!η) ∼ (0, 0) [Fig. 2(a)], but they
decrease much more slowly for larger |!η|. This slow decrease
is expected because the single-particle vn also decreases very
slowly with η (see Fig. 3), and the factorization relation
Eq. (4) is valid for the present pT range (see Sec. V B). These
behaviors suggest that the autocorrelations from near-side jet
fragmentation and resonance decays can be largely eliminated
by requiring a large !η gap (e.g., |!η| > 2).

Each “fixed-pT” correlation function provides a reference
vn for a chosen pT range (denoted by superscript “a”). Tracks
from this pT range are then correlated with those from a target
pT range (denoted by superscript “b”), and this “mixed-pT”
correlation is used to calculate vn,n and to obtain the vn in the
target pT via Eq. (4). Because factorization is expected to be
valid for the anisotropies driven by the initial geometry, but
is broken by the presence of autocorrelations among the jet
fragmentation products, the level of consistency between vn

obtained from different reference pT ranges reveals whether
the 2PC is dominated by anisotropies driven by the initial
geometry. A detailed study of the factorization properties of
v1–v6 is presented in Sec. V B.

The correlation function relies on the pair acceptance
function to reproduce and cancel the detector acceptance
effects in the foreground distribution. Mathematically, the
pair acceptance function in !φ is simply a convolution
of two single-particle azimuthal distributions and should be
uniform in !φ without detector imperfections. A natural way
of quantifying the influence of detector effects on vn,n and
vn is to transform the single-particle and pair acceptance
functions into the Fourier space. The resulting coefficients
for pair acceptance vdet

n,n are the product of those for the two
single-particle acceptances vdet,a

n and vdet,b
n . In general, the

pair acceptance function is quite flat: The maximum variation
from its average is observed to be less than 0.001 for pairs
integrated over 2 < |!η| < 5, and the corresponding |vdet

n,n|
values are found to be less than 1.5 × 10−4. These vdet

n,n values
are expected to mostly cancel in the correlation function, and
only a small fraction contributes to the uncertainties of the pair
acceptance function. Three possible residual effects for vdet

n,n are
studied: (1) the time dependence of the pair acceptance, (2) the
effect of imperfect centrality matching, and (3) the effect of
imperfect zvtx matching. In each case, the residual vdet

n,n values
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FIG. 2. (Color online) The steps involved in the extraction of vn

values for 2–3 GeV fixed-pT correlations in the 0%–5% centrality
interval: (a) 2D correlation function; (b) the 1D !φ correlation
function for 2 < |!η| < 5 (rebinned into 100 bins), overlaid with
contributions from the individual vn,n components and their sum,
as well as the residual difference between the data and the sum;
(c) Fourier coefficient vn,n vs |!η| for n = 1–6; and (d) vn vs |!η|
for n = 2–6. The shaded bands in (c) and (d) indicate the systematic
uncertainties, as described in the text.

dimensional (1D) !φ correlation function can be constructed
for a given !η interval:

C(!φ) = A ×
∫

S(!φ,!η)d!η∫
B(!φ,!η)d!η

. (15)

The normalization constant A is determined by scaling the
number of pairs in 2 < |!η| < 5 to be the same between
the foreground (S) and background (B). This normalization
is then applied to other !η intervals. Each 1D correlation
function is expanded into a Fourier series according to Eq. (2),
with coefficients vn,n calculated directly via a discrete Fourier
transformation (DFT):

vn,n = ⟨cos n!φ⟩ =
∑N

m=1 cos(n!φm)C(!φm)
∑N

m=1 C(!φm)
, (16)

where n = 1–15, and N = 200 is the number of !φ bins. A
small upward relative correction is applied (∼ 0.15% for n = 6
and increasing to 1% for n = 15) to account for the finite
!φ bin width. Figure 2(b) shows one such 1D correlation
function for 2 < |!η| < 5, overlaid with the corresponding
contributions from individual vn,n components. The shape of
the correlation function is well described by the sum of the
first six vn,n components.

According to Eq. (4), if the correlations are dominated by
those arising from asymmetry of the initial geometry such
as flow, vn,n should factorize into the product of two single-
particle harmonic coefficients. This is found to be the case for
n ! 2 at low pT for pairs with a large !η gap, but is not true for
n = 1 (see Secs. V B and V C), similar to what was also found
in other measurements [39,40]. Thus, if the two particles are
selected from the same pT interval (“fixed-pT” correlations) as
in Fig. 2, the single-particle vn for n ! 2 can be calculated as
vn = √

vn,n. When vn,n < 0, vn is defined as vn = −
√

|vn,n| (or
vn = vn,n/

√
|vn,n| in general). This calculation is repeated for

all 1D correlation functions in each |!η| slice. The resulting
full |!η| dependencies of vn,n and vn are shown in Figs. 2(c)
and 2(d), respectively.

The vn,n and vn values are found to vary rapidly for
|!η| " 1, presumably reflecting the influence of the short-
range correlation at (!φ,!η) ∼ (0, 0) [Fig. 2(a)], but they
decrease much more slowly for larger |!η|. This slow decrease
is expected because the single-particle vn also decreases very
slowly with η (see Fig. 3), and the factorization relation
Eq. (4) is valid for the present pT range (see Sec. V B). These
behaviors suggest that the autocorrelations from near-side jet
fragmentation and resonance decays can be largely eliminated
by requiring a large !η gap (e.g., |!η| > 2).

Each “fixed-pT” correlation function provides a reference
vn for a chosen pT range (denoted by superscript “a”). Tracks
from this pT range are then correlated with those from a target
pT range (denoted by superscript “b”), and this “mixed-pT”
correlation is used to calculate vn,n and to obtain the vn in the
target pT via Eq. (4). Because factorization is expected to be
valid for the anisotropies driven by the initial geometry, but
is broken by the presence of autocorrelations among the jet
fragmentation products, the level of consistency between vn

obtained from different reference pT ranges reveals whether
the 2PC is dominated by anisotropies driven by the initial
geometry. A detailed study of the factorization properties of
v1–v6 is presented in Sec. V B.

The correlation function relies on the pair acceptance
function to reproduce and cancel the detector acceptance
effects in the foreground distribution. Mathematically, the
pair acceptance function in !φ is simply a convolution
of two single-particle azimuthal distributions and should be
uniform in !φ without detector imperfections. A natural way
of quantifying the influence of detector effects on vn,n and
vn is to transform the single-particle and pair acceptance
functions into the Fourier space. The resulting coefficients
for pair acceptance vdet

n,n are the product of those for the two
single-particle acceptances vdet,a

n and vdet,b
n . In general, the

pair acceptance function is quite flat: The maximum variation
from its average is observed to be less than 0.001 for pairs
integrated over 2 < |!η| < 5, and the corresponding |vdet

n,n|
values are found to be less than 1.5 × 10−4. These vdet

n,n values
are expected to mostly cancel in the correlation function, and
only a small fraction contributes to the uncertainties of the pair
acceptance function. Three possible residual effects for vdet

n,n are
studied: (1) the time dependence of the pair acceptance, (2) the
effect of imperfect centrality matching, and (3) the effect of
imperfect zvtx matching. In each case, the residual vdet

n,n values
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FIG. 2. (Color online) The steps involved in the extraction of vn

values for 2–3 GeV fixed-pT correlations in the 0%–5% centrality
interval: (a) 2D correlation function; (b) the 1D !φ correlation
function for 2 < |!η| < 5 (rebinned into 100 bins), overlaid with
contributions from the individual vn,n components and their sum,
as well as the residual difference between the data and the sum;
(c) Fourier coefficient vn,n vs |!η| for n = 1–6; and (d) vn vs |!η|
for n = 2–6. The shaded bands in (c) and (d) indicate the systematic
uncertainties, as described in the text.

dimensional (1D) !φ correlation function can be constructed
for a given !η interval:

C(!φ) = A ×
∫

S(!φ,!η)d!η∫
B(!φ,!η)d!η

. (15)

The normalization constant A is determined by scaling the
number of pairs in 2 < |!η| < 5 to be the same between
the foreground (S) and background (B). This normalization
is then applied to other !η intervals. Each 1D correlation
function is expanded into a Fourier series according to Eq. (2),
with coefficients vn,n calculated directly via a discrete Fourier
transformation (DFT):

vn,n = ⟨cos n!φ⟩ =
∑N

m=1 cos(n!φm)C(!φm)
∑N

m=1 C(!φm)
, (16)

where n = 1–15, and N = 200 is the number of !φ bins. A
small upward relative correction is applied (∼ 0.15% for n = 6
and increasing to 1% for n = 15) to account for the finite
!φ bin width. Figure 2(b) shows one such 1D correlation
function for 2 < |!η| < 5, overlaid with the corresponding
contributions from individual vn,n components. The shape of
the correlation function is well described by the sum of the
first six vn,n components.

According to Eq. (4), if the correlations are dominated by
those arising from asymmetry of the initial geometry such
as flow, vn,n should factorize into the product of two single-
particle harmonic coefficients. This is found to be the case for
n ! 2 at low pT for pairs with a large !η gap, but is not true for
n = 1 (see Secs. V B and V C), similar to what was also found
in other measurements [39,40]. Thus, if the two particles are
selected from the same pT interval (“fixed-pT” correlations) as
in Fig. 2, the single-particle vn for n ! 2 can be calculated as
vn = √

vn,n. When vn,n < 0, vn is defined as vn = −
√

|vn,n| (or
vn = vn,n/

√
|vn,n| in general). This calculation is repeated for

all 1D correlation functions in each |!η| slice. The resulting
full |!η| dependencies of vn,n and vn are shown in Figs. 2(c)
and 2(d), respectively.

The vn,n and vn values are found to vary rapidly for
|!η| " 1, presumably reflecting the influence of the short-
range correlation at (!φ,!η) ∼ (0, 0) [Fig. 2(a)], but they
decrease much more slowly for larger |!η|. This slow decrease
is expected because the single-particle vn also decreases very
slowly with η (see Fig. 3), and the factorization relation
Eq. (4) is valid for the present pT range (see Sec. V B). These
behaviors suggest that the autocorrelations from near-side jet
fragmentation and resonance decays can be largely eliminated
by requiring a large !η gap (e.g., |!η| > 2).

Each “fixed-pT” correlation function provides a reference
vn for a chosen pT range (denoted by superscript “a”). Tracks
from this pT range are then correlated with those from a target
pT range (denoted by superscript “b”), and this “mixed-pT”
correlation is used to calculate vn,n and to obtain the vn in the
target pT via Eq. (4). Because factorization is expected to be
valid for the anisotropies driven by the initial geometry, but
is broken by the presence of autocorrelations among the jet
fragmentation products, the level of consistency between vn

obtained from different reference pT ranges reveals whether
the 2PC is dominated by anisotropies driven by the initial
geometry. A detailed study of the factorization properties of
v1–v6 is presented in Sec. V B.

The correlation function relies on the pair acceptance
function to reproduce and cancel the detector acceptance
effects in the foreground distribution. Mathematically, the
pair acceptance function in !φ is simply a convolution
of two single-particle azimuthal distributions and should be
uniform in !φ without detector imperfections. A natural way
of quantifying the influence of detector effects on vn,n and
vn is to transform the single-particle and pair acceptance
functions into the Fourier space. The resulting coefficients
for pair acceptance vdet

n,n are the product of those for the two
single-particle acceptances vdet,a

n and vdet,b
n . In general, the

pair acceptance function is quite flat: The maximum variation
from its average is observed to be less than 0.001 for pairs
integrated over 2 < |!η| < 5, and the corresponding |vdet

n,n|
values are found to be less than 1.5 × 10−4. These vdet

n,n values
are expected to mostly cancel in the correlation function, and
only a small fraction contributes to the uncertainties of the pair
acceptance function. Three possible residual effects for vdet

n,n are
studied: (1) the time dependence of the pair acceptance, (2) the
effect of imperfect centrality matching, and (3) the effect of
imperfect zvtx matching. In each case, the residual vdet

n,n values
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FIG. 2. (Color online) The steps involved in the extraction of vn

values for 2–3 GeV fixed-pT correlations in the 0%–5% centrality
interval: (a) 2D correlation function; (b) the 1D !φ correlation
function for 2 < |!η| < 5 (rebinned into 100 bins), overlaid with
contributions from the individual vn,n components and their sum,
as well as the residual difference between the data and the sum;
(c) Fourier coefficient vn,n vs |!η| for n = 1–6; and (d) vn vs |!η|
for n = 2–6. The shaded bands in (c) and (d) indicate the systematic
uncertainties, as described in the text.

dimensional (1D) !φ correlation function can be constructed
for a given !η interval:

C(!φ) = A ×
∫

S(!φ,!η)d!η∫
B(!φ,!η)d!η

. (15)

The normalization constant A is determined by scaling the
number of pairs in 2 < |!η| < 5 to be the same between
the foreground (S) and background (B). This normalization
is then applied to other !η intervals. Each 1D correlation
function is expanded into a Fourier series according to Eq. (2),
with coefficients vn,n calculated directly via a discrete Fourier
transformation (DFT):

vn,n = ⟨cos n!φ⟩ =
∑N

m=1 cos(n!φm)C(!φm)
∑N

m=1 C(!φm)
, (16)

where n = 1–15, and N = 200 is the number of !φ bins. A
small upward relative correction is applied (∼ 0.15% for n = 6
and increasing to 1% for n = 15) to account for the finite
!φ bin width. Figure 2(b) shows one such 1D correlation
function for 2 < |!η| < 5, overlaid with the corresponding
contributions from individual vn,n components. The shape of
the correlation function is well described by the sum of the
first six vn,n components.

According to Eq. (4), if the correlations are dominated by
those arising from asymmetry of the initial geometry such
as flow, vn,n should factorize into the product of two single-
particle harmonic coefficients. This is found to be the case for
n ! 2 at low pT for pairs with a large !η gap, but is not true for
n = 1 (see Secs. V B and V C), similar to what was also found
in other measurements [39,40]. Thus, if the two particles are
selected from the same pT interval (“fixed-pT” correlations) as
in Fig. 2, the single-particle vn for n ! 2 can be calculated as
vn = √

vn,n. When vn,n < 0, vn is defined as vn = −
√

|vn,n| (or
vn = vn,n/

√
|vn,n| in general). This calculation is repeated for

all 1D correlation functions in each |!η| slice. The resulting
full |!η| dependencies of vn,n and vn are shown in Figs. 2(c)
and 2(d), respectively.

The vn,n and vn values are found to vary rapidly for
|!η| " 1, presumably reflecting the influence of the short-
range correlation at (!φ,!η) ∼ (0, 0) [Fig. 2(a)], but they
decrease much more slowly for larger |!η|. This slow decrease
is expected because the single-particle vn also decreases very
slowly with η (see Fig. 3), and the factorization relation
Eq. (4) is valid for the present pT range (see Sec. V B). These
behaviors suggest that the autocorrelations from near-side jet
fragmentation and resonance decays can be largely eliminated
by requiring a large !η gap (e.g., |!η| > 2).

Each “fixed-pT” correlation function provides a reference
vn for a chosen pT range (denoted by superscript “a”). Tracks
from this pT range are then correlated with those from a target
pT range (denoted by superscript “b”), and this “mixed-pT”
correlation is used to calculate vn,n and to obtain the vn in the
target pT via Eq. (4). Because factorization is expected to be
valid for the anisotropies driven by the initial geometry, but
is broken by the presence of autocorrelations among the jet
fragmentation products, the level of consistency between vn

obtained from different reference pT ranges reveals whether
the 2PC is dominated by anisotropies driven by the initial
geometry. A detailed study of the factorization properties of
v1–v6 is presented in Sec. V B.

The correlation function relies on the pair acceptance
function to reproduce and cancel the detector acceptance
effects in the foreground distribution. Mathematically, the
pair acceptance function in !φ is simply a convolution
of two single-particle azimuthal distributions and should be
uniform in !φ without detector imperfections. A natural way
of quantifying the influence of detector effects on vn,n and
vn is to transform the single-particle and pair acceptance
functions into the Fourier space. The resulting coefficients
for pair acceptance vdet

n,n are the product of those for the two
single-particle acceptances vdet,a

n and vdet,b
n . In general, the

pair acceptance function is quite flat: The maximum variation
from its average is observed to be less than 0.001 for pairs
integrated over 2 < |!η| < 5, and the corresponding |vdet

n,n|
values are found to be less than 1.5 × 10−4. These vdet

n,n values
are expected to mostly cancel in the correlation function, and
only a small fraction contributes to the uncertainties of the pair
acceptance function. Three possible residual effects for vdet

n,n are
studied: (1) the time dependence of the pair acceptance, (2) the
effect of imperfect centrality matching, and (3) the effect of
imperfect zvtx matching. In each case, the residual vdet

n,n values
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FIG. 2. (Color online) The steps involved in the extraction of vn

values for 2–3 GeV fixed-pT correlations in the 0%–5% centrality
interval: (a) 2D correlation function; (b) the 1D !φ correlation
function for 2 < |!η| < 5 (rebinned into 100 bins), overlaid with
contributions from the individual vn,n components and their sum,
as well as the residual difference between the data and the sum;
(c) Fourier coefficient vn,n vs |!η| for n = 1–6; and (d) vn vs |!η|
for n = 2–6. The shaded bands in (c) and (d) indicate the systematic
uncertainties, as described in the text.

dimensional (1D) !φ correlation function can be constructed
for a given !η interval:

C(!φ) = A ×
∫

S(!φ,!η)d!η∫
B(!φ,!η)d!η

. (15)

The normalization constant A is determined by scaling the
number of pairs in 2 < |!η| < 5 to be the same between
the foreground (S) and background (B). This normalization
is then applied to other !η intervals. Each 1D correlation
function is expanded into a Fourier series according to Eq. (2),
with coefficients vn,n calculated directly via a discrete Fourier
transformation (DFT):

vn,n = ⟨cos n!φ⟩ =
∑N

m=1 cos(n!φm)C(!φm)
∑N

m=1 C(!φm)
, (16)

where n = 1–15, and N = 200 is the number of !φ bins. A
small upward relative correction is applied (∼ 0.15% for n = 6
and increasing to 1% for n = 15) to account for the finite
!φ bin width. Figure 2(b) shows one such 1D correlation
function for 2 < |!η| < 5, overlaid with the corresponding
contributions from individual vn,n components. The shape of
the correlation function is well described by the sum of the
first six vn,n components.

According to Eq. (4), if the correlations are dominated by
those arising from asymmetry of the initial geometry such
as flow, vn,n should factorize into the product of two single-
particle harmonic coefficients. This is found to be the case for
n ! 2 at low pT for pairs with a large !η gap, but is not true for
n = 1 (see Secs. V B and V C), similar to what was also found
in other measurements [39,40]. Thus, if the two particles are
selected from the same pT interval (“fixed-pT” correlations) as
in Fig. 2, the single-particle vn for n ! 2 can be calculated as
vn = √

vn,n. When vn,n < 0, vn is defined as vn = −
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|vn,n| (or
vn = vn,n/

√
|vn,n| in general). This calculation is repeated for

all 1D correlation functions in each |!η| slice. The resulting
full |!η| dependencies of vn,n and vn are shown in Figs. 2(c)
and 2(d), respectively.

The vn,n and vn values are found to vary rapidly for
|!η| " 1, presumably reflecting the influence of the short-
range correlation at (!φ,!η) ∼ (0, 0) [Fig. 2(a)], but they
decrease much more slowly for larger |!η|. This slow decrease
is expected because the single-particle vn also decreases very
slowly with η (see Fig. 3), and the factorization relation
Eq. (4) is valid for the present pT range (see Sec. V B). These
behaviors suggest that the autocorrelations from near-side jet
fragmentation and resonance decays can be largely eliminated
by requiring a large !η gap (e.g., |!η| > 2).

Each “fixed-pT” correlation function provides a reference
vn for a chosen pT range (denoted by superscript “a”). Tracks
from this pT range are then correlated with those from a target
pT range (denoted by superscript “b”), and this “mixed-pT”
correlation is used to calculate vn,n and to obtain the vn in the
target pT via Eq. (4). Because factorization is expected to be
valid for the anisotropies driven by the initial geometry, but
is broken by the presence of autocorrelations among the jet
fragmentation products, the level of consistency between vn

obtained from different reference pT ranges reveals whether
the 2PC is dominated by anisotropies driven by the initial
geometry. A detailed study of the factorization properties of
v1–v6 is presented in Sec. V B.

The correlation function relies on the pair acceptance
function to reproduce and cancel the detector acceptance
effects in the foreground distribution. Mathematically, the
pair acceptance function in !φ is simply a convolution
of two single-particle azimuthal distributions and should be
uniform in !φ without detector imperfections. A natural way
of quantifying the influence of detector effects on vn,n and
vn is to transform the single-particle and pair acceptance
functions into the Fourier space. The resulting coefficients
for pair acceptance vdet

n,n are the product of those for the two
single-particle acceptances vdet,a

n and vdet,b
n . In general, the

pair acceptance function is quite flat: The maximum variation
from its average is observed to be less than 0.001 for pairs
integrated over 2 < |!η| < 5, and the corresponding |vdet

n,n|
values are found to be less than 1.5 × 10−4. These vdet

n,n values
are expected to mostly cancel in the correlation function, and
only a small fraction contributes to the uncertainties of the pair
acceptance function. Three possible residual effects for vdet

n,n are
studied: (1) the time dependence of the pair acceptance, (2) the
effect of imperfect centrality matching, and (3) the effect of
imperfect zvtx matching. In each case, the residual vdet
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FIG. 2. (Color online) The steps involved in the extraction of vn

values for 2–3 GeV fixed-pT correlations in the 0%–5% centrality
interval: (a) 2D correlation function; (b) the 1D !φ correlation
function for 2 < |!η| < 5 (rebinned into 100 bins), overlaid with
contributions from the individual vn,n components and their sum,
as well as the residual difference between the data and the sum;
(c) Fourier coefficient vn,n vs |!η| for n = 1–6; and (d) vn vs |!η|
for n = 2–6. The shaded bands in (c) and (d) indicate the systematic
uncertainties, as described in the text.

dimensional (1D) !φ correlation function can be constructed
for a given !η interval:

C(!φ) = A ×
∫

S(!φ,!η)d!η∫
B(!φ,!η)d!η

. (15)

The normalization constant A is determined by scaling the
number of pairs in 2 < |!η| < 5 to be the same between
the foreground (S) and background (B). This normalization
is then applied to other !η intervals. Each 1D correlation
function is expanded into a Fourier series according to Eq. (2),
with coefficients vn,n calculated directly via a discrete Fourier
transformation (DFT):

vn,n = ⟨cos n!φ⟩ =
∑N

m=1 cos(n!φm)C(!φm)
∑N

m=1 C(!φm)
, (16)

where n = 1–15, and N = 200 is the number of !φ bins. A
small upward relative correction is applied (∼ 0.15% for n = 6
and increasing to 1% for n = 15) to account for the finite
!φ bin width. Figure 2(b) shows one such 1D correlation
function for 2 < |!η| < 5, overlaid with the corresponding
contributions from individual vn,n components. The shape of
the correlation function is well described by the sum of the
first six vn,n components.

According to Eq. (4), if the correlations are dominated by
those arising from asymmetry of the initial geometry such
as flow, vn,n should factorize into the product of two single-
particle harmonic coefficients. This is found to be the case for
n ! 2 at low pT for pairs with a large !η gap, but is not true for
n = 1 (see Secs. V B and V C), similar to what was also found
in other measurements [39,40]. Thus, if the two particles are
selected from the same pT interval (“fixed-pT” correlations) as
in Fig. 2, the single-particle vn for n ! 2 can be calculated as
vn = √

vn,n. When vn,n < 0, vn is defined as vn = −
√

|vn,n| (or
vn = vn,n/

√
|vn,n| in general). This calculation is repeated for

all 1D correlation functions in each |!η| slice. The resulting
full |!η| dependencies of vn,n and vn are shown in Figs. 2(c)
and 2(d), respectively.

The vn,n and vn values are found to vary rapidly for
|!η| " 1, presumably reflecting the influence of the short-
range correlation at (!φ,!η) ∼ (0, 0) [Fig. 2(a)], but they
decrease much more slowly for larger |!η|. This slow decrease
is expected because the single-particle vn also decreases very
slowly with η (see Fig. 3), and the factorization relation
Eq. (4) is valid for the present pT range (see Sec. V B). These
behaviors suggest that the autocorrelations from near-side jet
fragmentation and resonance decays can be largely eliminated
by requiring a large !η gap (e.g., |!η| > 2).

Each “fixed-pT” correlation function provides a reference
vn for a chosen pT range (denoted by superscript “a”). Tracks
from this pT range are then correlated with those from a target
pT range (denoted by superscript “b”), and this “mixed-pT”
correlation is used to calculate vn,n and to obtain the vn in the
target pT via Eq. (4). Because factorization is expected to be
valid for the anisotropies driven by the initial geometry, but
is broken by the presence of autocorrelations among the jet
fragmentation products, the level of consistency between vn

obtained from different reference pT ranges reveals whether
the 2PC is dominated by anisotropies driven by the initial
geometry. A detailed study of the factorization properties of
v1–v6 is presented in Sec. V B.

The correlation function relies on the pair acceptance
function to reproduce and cancel the detector acceptance
effects in the foreground distribution. Mathematically, the
pair acceptance function in !φ is simply a convolution
of two single-particle azimuthal distributions and should be
uniform in !φ without detector imperfections. A natural way
of quantifying the influence of detector effects on vn,n and
vn is to transform the single-particle and pair acceptance
functions into the Fourier space. The resulting coefficients
for pair acceptance vdet

n,n are the product of those for the two
single-particle acceptances vdet,a

n and vdet,b
n . In general, the

pair acceptance function is quite flat: The maximum variation
from its average is observed to be less than 0.001 for pairs
integrated over 2 < |!η| < 5, and the corresponding |vdet

n,n|
values are found to be less than 1.5 × 10−4. These vdet

n,n values
are expected to mostly cancel in the correlation function, and
only a small fraction contributes to the uncertainties of the pair
acceptance function. Three possible residual effects for vdet

n,n are
studied: (1) the time dependence of the pair acceptance, (2) the
effect of imperfect centrality matching, and (3) the effect of
imperfect zvtx matching. In each case, the residual vdet

n,n values

014907-7

MEASUREMENT OF THE AZIMUTHAL ANISOTROPY FOR . . . PHYSICAL REVIEW C 86, 014907 (2012)

FIG. 2. (Color online) The steps involved in the extraction of vn

values for 2–3 GeV fixed-pT correlations in the 0%–5% centrality
interval: (a) 2D correlation function; (b) the 1D !φ correlation
function for 2 < |!η| < 5 (rebinned into 100 bins), overlaid with
contributions from the individual vn,n components and their sum,
as well as the residual difference between the data and the sum;
(c) Fourier coefficient vn,n vs |!η| for n = 1–6; and (d) vn vs |!η|
for n = 2–6. The shaded bands in (c) and (d) indicate the systematic
uncertainties, as described in the text.

dimensional (1D) !φ correlation function can be constructed
for a given !η interval:

C(!φ) = A ×
∫

S(!φ,!η)d!η∫
B(!φ,!η)d!η

. (15)

The normalization constant A is determined by scaling the
number of pairs in 2 < |!η| < 5 to be the same between
the foreground (S) and background (B). This normalization
is then applied to other !η intervals. Each 1D correlation
function is expanded into a Fourier series according to Eq. (2),
with coefficients vn,n calculated directly via a discrete Fourier
transformation (DFT):

vn,n = ⟨cos n!φ⟩ =
∑N

m=1 cos(n!φm)C(!φm)
∑N

m=1 C(!φm)
, (16)

where n = 1–15, and N = 200 is the number of !φ bins. A
small upward relative correction is applied (∼ 0.15% for n = 6
and increasing to 1% for n = 15) to account for the finite
!φ bin width. Figure 2(b) shows one such 1D correlation
function for 2 < |!η| < 5, overlaid with the corresponding
contributions from individual vn,n components. The shape of
the correlation function is well described by the sum of the
first six vn,n components.

According to Eq. (4), if the correlations are dominated by
those arising from asymmetry of the initial geometry such
as flow, vn,n should factorize into the product of two single-
particle harmonic coefficients. This is found to be the case for
n ! 2 at low pT for pairs with a large !η gap, but is not true for
n = 1 (see Secs. V B and V C), similar to what was also found
in other measurements [39,40]. Thus, if the two particles are
selected from the same pT interval (“fixed-pT” correlations) as
in Fig. 2, the single-particle vn for n ! 2 can be calculated as
vn = √

vn,n. When vn,n < 0, vn is defined as vn = −
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|vn,n| (or
vn = vn,n/

√
|vn,n| in general). This calculation is repeated for

all 1D correlation functions in each |!η| slice. The resulting
full |!η| dependencies of vn,n and vn are shown in Figs. 2(c)
and 2(d), respectively.

The vn,n and vn values are found to vary rapidly for
|!η| " 1, presumably reflecting the influence of the short-
range correlation at (!φ,!η) ∼ (0, 0) [Fig. 2(a)], but they
decrease much more slowly for larger |!η|. This slow decrease
is expected because the single-particle vn also decreases very
slowly with η (see Fig. 3), and the factorization relation
Eq. (4) is valid for the present pT range (see Sec. V B). These
behaviors suggest that the autocorrelations from near-side jet
fragmentation and resonance decays can be largely eliminated
by requiring a large !η gap (e.g., |!η| > 2).

Each “fixed-pT” correlation function provides a reference
vn for a chosen pT range (denoted by superscript “a”). Tracks
from this pT range are then correlated with those from a target
pT range (denoted by superscript “b”), and this “mixed-pT”
correlation is used to calculate vn,n and to obtain the vn in the
target pT via Eq. (4). Because factorization is expected to be
valid for the anisotropies driven by the initial geometry, but
is broken by the presence of autocorrelations among the jet
fragmentation products, the level of consistency between vn

obtained from different reference pT ranges reveals whether
the 2PC is dominated by anisotropies driven by the initial
geometry. A detailed study of the factorization properties of
v1–v6 is presented in Sec. V B.

The correlation function relies on the pair acceptance
function to reproduce and cancel the detector acceptance
effects in the foreground distribution. Mathematically, the
pair acceptance function in !φ is simply a convolution
of two single-particle azimuthal distributions and should be
uniform in !φ without detector imperfections. A natural way
of quantifying the influence of detector effects on vn,n and
vn is to transform the single-particle and pair acceptance
functions into the Fourier space. The resulting coefficients
for pair acceptance vdet

n,n are the product of those for the two
single-particle acceptances vdet,a
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n . In general, the

pair acceptance function is quite flat: The maximum variation
from its average is observed to be less than 0.001 for pairs
integrated over 2 < |!η| < 5, and the corresponding |vdet
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values are found to be less than 1.5 × 10−4. These vdet
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are expected to mostly cancel in the correlation function, and
only a small fraction contributes to the uncertainties of the pair
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