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✤ Motivation: BSM phenomenology

Novel strong dynamics has been receiving quite large attention in the 
context of BSM phenomenology.

• (Walking) Technicolor 

• Composite Higgs

• Composite Dark Matter

• Top partner via partial compositeness
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✤ Sp(2N) composite Higgs

Sp(2N) group is pseudoreal: 

Barnard, Gherghetta & Ray (2014)

Nf=2 fund. & Nf=3 anti-sym., Sp(4)Most relevant model: 

GHC  � Restrictions �q�/q Y� Non Conformal Model Name

Real Real SU(5)/SO(5) ⇥ SU(6)/SO(6)

SO(NHC) 5⇥ S2 6⇥ F NHC � 55 5(NHC+2)
6 1/3 /

SO(NHC) 5⇥Ad 6⇥ F NHC � 15 5(NHC�2)
6 1/3 /

SO(NHC) 5⇥ F 6⇥ Spin NHC = 7, 9 5
6 ,

5
12 1/3 NHC = 7, 9 M1, M2

SO(NHC) 5⇥ Spin 6⇥ F NHC = 7, 9 5
6 ,

5
3 2/3 NHC = 7, 9 M3, M4

Real Pseudo-Real SU(5)/SO(5) ⇥ SU(6)/Sp(6)

Sp(2NHC) 5⇥Ad 6⇥ F 2NHC � 12 5(NHC+1)
3 1/3 /

Sp(2NHC) 5⇥A2 6⇥ F 2NHC � 4 5(NHC�1)
3 1/3 2NHC = 4 M5

SO(NHC) 5⇥ F 6⇥ Spin NHC = 11, 13 5
24 ,

5
48 1/3 /

Real Complex SU(5)/SO(5) ⇥ SU(3)2/SU(3)

SU(NHC) 5⇥A2 3⇥ (F,F) NHC = 4 5
3 1/3 NHC = 4 M6

SO(NHC) 5⇥ F 3⇥ (Spin,Spin) NHC = 10, 14 5
12 ,

5
48 1/3 NHC = 10 M7

Pseudo-Real Real SU(4)/Sp(4) ⇥ SU(6)/SO(6)

Sp(2NHC) 4⇥ F 6⇥A2 2NHC  36 1
3(NHC�1) 2/3 2NHC = 4 M8

SO(NHC) 4⇥ Spin 6⇥ F NHC = 11, 13 8
3 ,

16
3 2/3 NHC = 11 M9

Complex Real SU(4)2/SU(4) ⇥ SU(6)/SO(6)

SO(NHC) 4⇥ (Spin,Spin) 6⇥ F NHC = 10 8
3 2/3 NHC = 10 M10

SU(NHC) 4⇥ (F,F) 6⇥A2 NHC = 4 2
3 2/3 NHC = 4 M11

Complex Complex SU(4)2/SU(4) ⇥ SU(3)2/SU(3)

SU(NHC) 4⇥ (F,F) 3⇥ (A2,A2) NHC � 5 4
3(NHC�2) 2/3 NHC = 5 M12

SU(NHC) 4⇥ (F,F) 3⇥ (S2,S2) NHC � 5 4
3(NHC+2) 2/3 /

SU(NHC) 4⇥ (A2,A2) 3⇥ (F,F) NHC = 5 4 2/3 /

TABLE I: Models of interest in this paper. “Restrictions” denotes requirements such as

asymptotic freedom and compatibility with the reality properties of the irrep. “Non

Conformal” indicates the sub-range for which the model is likely outside of the conformal

region: a “/” indicates that there are no solutions, i.e. all models are likely conformal.

�q
�

/q
 

is the ratio of charges of the fermions under the non anomalous U(1)

combination. F,A2,S2,Ad and Spin denote the fundamental, two-index antisymmetric,

two-index symmetric, adjoint and spinorial irreps respectively. A bar denotes the

conjugate irrep. 8

�c) in the antisymmetric representation of the gauge Sp(4), transforming as singlets of the
global SU(4), and on the fundamental (and anti-fundamental) representation of the SU(3)c

gauge symmetry of QCD.
The � and �c fermions carry QCD colour charge, which allows to construct coloured

composite states in the antisymmetric, six-dimensional representation of the global SU(4)

group, by coupling them to a pair of fundamental fermions q. For example, the operators
ˆ

 and ˆ

 

c aforementioned can be obtained as

ˆ

 

ab↵ ⌘
⇣

qa�↵qb
⌘

, ˆ

 

c ab
↵ =

⇣

qa�c
↵qb

⌘

, (2.40)

where the Sp(4) gauge indices are understood, while we show explicitly the (antisym-
metrised) global SU(4) indices a and b, and the SU(3)c colour index ↵.

One of our long-term goals is to study the PC mechanism with lattice simulations,
which requires generalising the lattice study we will report upon in the following sections to
the case in which the field content contains at least two species of fermions transforming in
different representations of the fundamental gauge group. The example we outlined here,
though incomplete, immediately highlights how, from the phenomenological perspective,
the determination of the masses of the top partners (the scale M⇤ and couplings such as
�, as a function of the elementary-fermion mass m) in the PC mechanism are of direct
interest, as they represent a way to test the theory. At the same time, they are accessible
on the lattice, even without introducing (model-dependent) couplings to the SM fields.

The other additional, essential, input from non-perturbative dynamics of the micro-
scopic theory is the anomalous dimension of the top-partner operators, such as ˆ

 and ˆ

 

c

in the example. For the PC mechanism to be valid, in principle one needs the operator
dimensions to be small, for example d

 

 5/2, which implies that the operator ˆ

 

T
1

˜Ctc is
relevant in the IR, and that the anomalous dimensions of the candidate operators have to
be non-perturbatively large. In practice, since ⇤/M⇤ is not infinity, this requirement may
be relaxed, at the price of admitting some degree of fine-tuning.

Finally, the (model-dependent) extension of the field content, required by the PC mech-
anism, also implies the enlargement of the global symmetry, and additional light PNGB’s,
some of which are neutral, some of which carry SU(3)c colour, and many of which may be
lighter than the typical scale of the other composite particles. Lattice calculations of the
masses of such particles would offer the opportunity to connect with the phenomenology
derived from direct particle searches at the LHC.

3 Numerical lattice treatment

In this Section, we present the discretised Euclidean action and Monte Carlo techniques
used in the numerical studies. We adapt the state-of-the-art lattice techniques established
for QCD to the two-flavour Sp(4) theory. Pioneering lattice studies of Sp(4) gauge theory
without matter can be found in [1]. Numerical calculations are carried out by modifying
the HiRep code [53].

– 14 –

Top partner = Chimera baryon

carry color charge

where ⌦ is the symplectic form, written—consistently with Eq. (2.2)—in N ⇥ N blocks as

⌦ =

"

0 IN
�IN 0

#

. (A.2)

As suggested by Eq. (A.1), U may be written in block form as

U =

"

A B

�B⇤ A⇤

#

, (A.3)

where A and B satisfy A†A + B†B = I and ATB = BTA. From these relations, we
can deduce many properties of Sp(2N) matrices. Having unit determinant, the matrices
of Sp(2N) can be shown to form a compact and simply connected subgroup of SU(2N).
Moreover, the structure in Eq. (A.3) implies that the centre of the group is isomorphic to Z

2

for any N . Lastly, since U⇤
= ⌦U⌦

T and ⌦ 2 Sp(2N), every representation of the group
is equivalent to its complex conjugate. Thus Sp(2N) has only pseudo-real representations,
and charge conjugation is trivial.

In model-building as well as numerical applications, a prominent role is played by the
subgroups of Sp(2N), especially those isomorphic to some SU(N). In particular, one notices
that Sp(2N) ⇢ SU(2N), and that Sp(2(N � 1)) ⇢ Sp(2N). Starting with Sp(2) ⇠ SU(2),
this allows us to use the machinery already developed for the Monte Carlo simulation of
SU(2N) groups to the case of Sp(2N). Particular attention has to be given to the choice
of subgroups, as we further discuss in Appendix C in the HB context.

The subgroup structure of Sp(2N) can be understood in terms of its algebra, to the
study of which we now turn. Locally, one can represent a generic group element with the
exponential map U = exp(ı̇H) and impose the constraints of Sp(2N). This is equivalent
to taking only the generators of SU(2N) that satisfy Eq. (A.1), i.e. the hermitian traceless
matrices with H⇤

= ⌦H⌦, from which a block structure for H follows,

H =

"

A B

B⇤ �A⇤

#

. (A.4)

The properties A = A† and B = BT are a consequence of H†
= H. These conditions

leave a total of 2N(N + 1) degrees of freedom for H, which is also the dimension of the
Sp(2N) group. The choice of generators that we use in this work is explicitly stated in [32].
The rank of the group is N , thus in Sp(2N) we can find N independent SU(2) subgroups.
Once the elements of the algebra have been chosen, the SU(2) subgroups of Sp(2N) follow
from their matrix structure (see, once more, Appendix C).

B EFT and Technicolor

The 2-flavour Sp(4) theory can be used as a technicolor (TC) model, provided the embed-
ding of the SM symmetries is such that the condensate breaks them, and so can the EFT
treatment we apply to the spin-1 states, provided we identify the natural SU(2)

t
L⇥SU(2)

t
R

symmetries acting on the left-handed and right-handed components of Qi a as the SM global
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cal fermions, hence providing quantitative information of direct relevance to model-
building and phenomenology in the context of composite-Higgs models of new physics.

• We want to extend the present study to be of relevance to the context of composite
fermions, by generalising the underlying action to include fermionic matter in differ-
ent representations. This is a novel direction for lattice studies, the very first such
attempts having appeared only recently [96, 97]. We envision to perform a prelimi-
nary study, possibly quenching part of the fermions, before attacking the non-trivial
(and model-dependent) problem of analysing the properties of fermionic composite
states.

Further in the future, we intend to extend the study of the mesons to other non-trivial
dynamical properties of relevance to composite-Higgs models, such as the width of the
excited mesons, and the value of the condensates. We are also interested in extending to
Sp(2N) the study of the high temperature behaviour of the theory, along the lines followed
for SU(2) ⇠ Sp(2) in [32], and to introduce non-trivial chemical potential. Combinations
of all these studies will provide a coherent framework within which to gain new insight of
relevance for field theory, model building, and thermodynamics in extreme conditions.
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A Some useful elements of group theory

We choose the generators of SU(4) and of its Sp(4) maximal subgroup as in Appendix B
of [32]. We summarise some useful properties of the symplectic groups of interest, which
we conventionally refer to as Sp(2N), and the real algebra of which is denoted CN in [98].

The group Sp(2N) is defined as the set of 2N ⇥ 2N unitary matrices U with complex
elements that satisfy the relation

U⌦UT
= ⌦, (A.1)
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~ SO(6) / SO(5)SM 
Electroweak

Figure 1. The moose diagram representing the EFT description of the vector mesons in the model.

symmetry [17–19]. One extends the symmetry from SU(4) to SU(4)A ⇥ SU(4)B, with
SU(4)A weakly gauged, with coupling g⇢. Then one enlarges the field content to include
two non-linear sigma-model fields S and ⌃. The non-linear sigma-model S transforms as
the bifundamental of SU(4)B ⇥SU(4)A, while the field ⌃ transforms on the antisymmetric
of SU(4)A:

S ! UB S U †
A , ⌃ ! UA⌃U

T
A . (2.14)

In a composite Higgs model, the SM gauge group SU(2)L⇥U(1)Y is a subgroup of SU(4)B.
The gauging of the SU(4)A symmetry means that (for global SU(4)B) one has to

introduce the covariant derivatives

DµS = @µS � i g⇢SAµ , (2.15)
Dµ⌃ = @µ⌃ + i g⇢

�

Aµ⌃ + ⌃AT
µ

�

, (2.16)

and then L0 is replaced by all possible 2-derivative invariant operators made by S, ⌃, DS,
D⌃, together with the kinetic term for the gauge bosons. Both S and ⌃ are non-vanishing
in the vacuum, inducing the symmetry breaking pattern SU(4)A ⇥ SU(4)B ! Sp(4), and
all vectors are massive. h⌃i splits the mass of the 5 a1 and the 10 ⇢ mesons.

In unitary gauge, besides the heavy vectors only the physical pions are retained. They
are linear combinations of the fluctuations of S and ⌃. The mass term for the pions is

Lm = �v3

4
Tr

n

M S ⌃ST
o

+ h.c. . (2.17)

The quark masses also contribute to the masses of the spin-1 states in a more complicated
way, that will be discussed elsewhere [30].

In the absence of the antisymmetric condensate (for h⌃i = 0), ⇢ and a1 mesons would
be exactly degenerate. Their mass splitting is hence a measure of the amount of breaking
SU(4) ! Sp(4). In the main body of the paper we use the mass splitting between ⇢

(vector) and a1 (axial-vector) as a way to test whether the global symmetry is restored at
high temperatures. The generalization to the case in which ⌃ is replaced by H̃ does not
require any new ingredients. In particular the restoration of the axial U(1)A and of the
chiral SU(4) can, at least in principle, be treated independently. We summarize in Table 2
the properties of the states discussed in the body of the paper. One of the purposes of this
paper is to make the first steps towards a quantitative assessment of the relation between
the two phenomena at high temperature, in the specific theory of interest here.
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Higgs = pseudo Nambu-Goldstone boson[Georgi, Kaplan `84]

Global symmetry, G spontaneously broken to subgroup, H at scale, f

BUT global symmetry must be explicitly broken to generateV(h)6=0

Higgs mass protected by shift symmetry 
-- like pions in QCD !

Resonance mass:m⇢⇠g⇢f1.g⇢.4⇡
&TeV ⇢

(n)

h

coset

h!h+const.
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SO(6)SU(3)c x U(1)Y

SM Strong

Higgs = pseudo NG boson

(Extra) pseudo NG bosons could 
be used for Dark Matter pheno.
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✤ Simulation details

- Gauge configurations: pure Sp(4) using HB & dyn. Sp(4) using HMC
~200 configurations for each ensemble

- Modified HiRep code

• Resymplecitization: Gram-Schmidt procedure

• Reduced size of configurations by half

• Implemented anti-symmetric reps.

- Thermalization and autocorrelations are monitored by measuring 
average plaquette values.

- Scale setting: Luscher’s gradient flow scales 

- Standard Wilson gauge and fermion actions

Del Debbio, Patella, Pica (2010)
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Figure 5. The Wilson flow functions E(t) in eq. (4.2) (left panel) and W(t) in eq. (4.7) (right
panel) for Nf = 2, β = 6.9, am0 = −0.90 and L = 12, as a function of the flow time t, computed
by using the methods described in section 4.1.

The gradient flow serves as a smearing procedure for the gauge fields. This means

the larger the flow time, the smoother the resultant gauge configurations will be. In

other words, the larger the flow time is, the smaller the ultraviolet fluctuations of flown

observables. On the other hand, it also means the gauge fields become more extended

objects as the flow time grows. This results in longer autocorrelation time, and makes

the statistics worse. Furthermore, having cτ > 0.5 can lead to significant finite-volume

effects. These are issues one would have to consider carefully when choosing a value for

the constant E0 in eq. (4.4).

The action density E(t) at non-vanishing flow time is obtained from the diffusion

process in eq. (4.6), starting from the bare gauge fields. To further reduce the cut-off effects

in the scale-setting procedure, an alternative quantity was proposed in ref. [65]. Define

W(t) ≡ t
dE(t)
dt

. (4.7)

Then the scale can be set by

W(t)|t=w2
0
= W0, (4.8)

where W0 is again a dimensionless constant that one can choose.

On the lattice, the calculation of E(t) depends on a definition of Gµν , for which a

variety of choices are available. The most obvious is to associate it with the plaquette

Pµν ; an alternative is to define a four-plaquette clover, which has a greater degree of

symmetry [62]. In the continuum, all definitions should become equivalent, and at finite

lattice spacing the relative difference between the two decreases at large t. The shape of

E(t) at very small t is dominated by ultraviolet effects, and so differs strongly between the

two methods; this introduces further constraints into the choice of E0. Figure 5 shows E(t)
and W(t), calculated both via the plaquette and the clover. As anticipated from [65], the

discretisation effects are smaller in W(t) than E(t); this is visible in the splitting between

plaquette and clover curves being smaller in the W(t) case.6

6The relative size of discretisation effects in two different observables can also depend on the actions

used in the Monte Carlo simulations and the implementation of the gradient flow [66, 67], as well as the

flow time [68].
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✤ Mass & Decay constant of mesons

Two-point correlation function

Parametrization of the mesonic matrix element

For the pseudoscalar decay constants

Label Operator Meson JP

PS Qi�
5

Qj ⇡ 0

�

V Qi�µQj ⇢ 1

�

AV Qi�
5

�µQj a
1

1

+

Table 6. Interpolating operators used for the measurement of the properties of flavored mesons
(i 6= j) in the pseudo-scalar (PS), vector (V) and axial-vector (AV) cases, assocaited with the ⇡, ⇢
and a1 mesons, respectively. We also report the Lorentz-group quantum numbers JP . Color and
spinor indices are understood.

6.1 Observables

As discussed in Sec. 2.1, the phenomenologically most relevant observables are the masses,
mM , and decay constants, fM , of pseudoscalar, vector and axial-vector mesons. For numer-
ical studies we consider flavored particles, where the interpolating operators and quantum
numbers are summarized in Table 6.

We define the ensemble average of two-point meson correlators in Euclidean space as

CO
M

(~p, t) ⌘
X

~x

e�i~p·~xh0|OM (~x, t)O†
M (

~
0, 0)|0i , (6.1)

where OM denotes any of the meson interpolating operators in Table 6. In the large-
time limit and for vanishing three-momentum, the correlation function is dominated by
the ground state. Its exponential decay is controlled by the meson mass mM , and can be
approximated as

CO
M

(t)
t!1���! h0|OM |Mih0|OM |Mi⇤ 1

mML3

h

e�m
M

t
+ e�m

M

(T�t)
i

, (6.2)

where T and L are the temporal the spatial extent of the lattice. Notice that our definitions
of the meson states |Mi are the self-adjoint isospin fields (i.e. M = M iT i, with T i the
generators of the group), not the charged meson fields. Using this convention, the mesonic
matrix elements are parameterized in terms of decay constants fM and masses mM as

h0|Q
1

�
5

�µQ
2

|PSi = if⇡pµ,

h0|Q
1

�µQ
2

|V i = if⇢m⇢✏µ,

h0|Q
1

�
5

�µQ
2

|AV i = ifa1ma1✏µ, (6.3)

where ✏µ is the polarization vector obeying ✏µpµ = 0. In QCD, the corresponding experi-
mental value of the pion decay constant is f⇡ ' 93 MeV. Using Eq. (6.2) and Eq. (6.3), for
vector and axial-vector mesons we can rewrite the correlation functions by

CO
V

(t)
t!1���! m⇢f2

⇢

L3

h

e�m
⇢

t
+ e�m

⇢

(T�t)
i

,

CO
AV

(t)
t!1���! ma1f

2

a1

L3

h

e�m
a1 t

+ e�m
a1 (T�t)

i

. (6.4)
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1
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M

t
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M
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i
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of the meson states |Mi are the self-adjoint isospin fields (i.e. M = M iT i, with T i the
generators of the group), not the charged meson fields. Using this convention, the mesonic
matrix elements are parameterized in terms of decay constants fM and masses mM as

h0|Q
1

�
5

�µQ
2

|PSi = if⇡pµ,

h0|Q
1

�µQ
2

|V i = if⇢m⇢✏µ,

h0|Q
1

�
5

�µQ
2

|AV i = ifa1ma1✏µ, (6.3)

where ✏µ is the polarization vector obeying ✏µpµ = 0. In QCD, the corresponding experi-
mental value of the pion decay constant is f⇡ ' 93 MeV. Using Eq. (6.2) and Eq. (6.3), for
vector and axial-vector mesons we can rewrite the correlation functions by
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V
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⇢
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Label Operator Meson JP

PS Qi�
5

Qj ⇡ 0

�

V Qi�µQj ⇢ 1

�

AV Qi�
5

�µQj a
1

1

+

Table 6. Interpolating operators used for the measurement of the properties of flavored mesons
(i 6= j) in the pseudo-scalar (PS), vector (V) and axial-vector (AV) cases, assocaited with the ⇡, ⇢
and a1 mesons, respectively. We also report the Lorentz-group quantum numbers JP . Color and
spinor indices are understood.

6.1 Observables

As discussed in Sec. 2.1, the phenomenologically most relevant observables are the masses,
mM , and decay constants, fM , of pseudoscalar, vector and axial-vector mesons. For numer-
ical studies we consider flavored particles, where the interpolating operators and quantum
numbers are summarized in Table 6.

We define the ensemble average of two-point meson correlators in Euclidean space as

CO
M

(~p, t) ⌘
X

~x

e�i~p·~xh0|OM (~x, t)O†
M (

~
0, 0)|0i , (6.1)

where OM denotes any of the meson interpolating operators in Table 6. In the large-
time limit and for vanishing three-momentum, the correlation function is dominated by
the ground state. Its exponential decay is controlled by the meson mass mM , and can be
approximated as
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+ e�m

M

(T�t)
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, (6.2)

where T and L are the temporal the spatial extent of the lattice. Notice that our definitions
of the meson states |Mi are the self-adjoint isospin fields (i.e. M = M iT i, with T i the
generators of the group), not the charged meson fields. Using this convention, the mesonic
matrix elements are parameterized in terms of decay constants fM and masses mM as
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where ✏µ is the polarization vector obeying ✏µpµ = 0. In QCD, the corresponding experi-
mental value of the pion decay constant is f⇡ ' 93 MeV. Using Eq. (6.2) and Eq. (6.3), for
vector and axial-vector mesons we can rewrite the correlation functions by
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�

⌃1 ��
µ

��5�µ

�12.82 �7.75 �3.00

Table 7. Results of one-loop integrals for the matching coefficients in Eq. (6.8) at the choice of
the Wilson parameter r = 1, and taken from [67] .

To calculate the decay constant of the pseudo-scalar meson, we additionaly consider
the following two-point correlation function

C
⇧

(~p, t) =

X

~x

e�i~p·~xh0|[Q
1

�
5

�µQ
2

(~x, t)] [Q
1

�
5

Q
2

(

~
0, 0)]|0i

t!1���! if⇡h0|OPS |PSi⇤
L3

h

e�m
⇡

t � e�m
⇡

(T�t)
i

. (6.5)

The pion mass m⇡ and matrix element h0|OPS |PSi are obtained from the pion correlation
function,

CO
PS

(t)
t!1���! |h0|OPS |PSi|2

m⇡L3

h

e�m
⇡

t
+ e�m

⇡

(T�t)
i

. (6.6)

Meson decay constants computed on the lattice have to be matched to the continuum
with a given regularization scheme. In this work, we perform one-loop matching in lattice
perturbation theory. Because we are using Wilson fermions, the axial and vector currents
are not conserved in the lattice theory, and hence receive (finite) renormalization, that we
write as

f ren

⇡ = ZAf⇡, f ren

⇢ = ZV f⇢, and f ren

a1 = ZAfa1 . (6.7)

The pion decay constant f⇡ is renormalized by ZA, as the axial current is used to define
f⇡ in Eq. (6.3). In the continuum limit, the renormalization constants are expected to be
unity. The one-loop matching coefficients taken from [67] are given by

ZA = 1 + C(F )

�

�

⌃1 + ��5�µ

� g2

16⇡2

,

ZV = 1 + C(F )

�

�

⌃1 + ��
µ

� g2

16⇡2

, (6.8)

where g is the coupling constant and the eigenvalue of the quadratic Casimir operator
is C(F ) = 5/4 for Sp(4). The coefficients �I , relating the lattice computation with the
continuum MS regularization scheme, result from one-loop integrals performed numerically,
and are summarized in Table 7. The �

⌃1 is taken from the wave-function renormalization of
the external fermion lines, while the other �I are extracted from the one-loop computations
of the vertex functions.

As dicussed in details in [68], Wilson fermions receive quite large renormalizations and
thus the perturbative expansion with the bare coupling is reliable only at very large �’s. For
the lattice perturbation theory the appropriate expansion parameter would rather be the
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Table 1: Mass and decay constants of pseudoscalar, vector, and axialvector mesons. For
these quenched calculations, we use � = 7.62 on the 48⇥ 243 lattice.

m0 mpcac m2
⇡ m2

⇢ m2
a1 f2

⇡ f2
⇢ f2

a1

-0.65 0.13390(6) 0.4323(5) 0.5090(6) 1.01(6) 0.01446(6) 0.0375(2) 0.018(5)
-0.7 0.09620(6) 0.3040(4) 0.3914(8) 0.944(17) 0.01238(5) 0.0363(3) 0.0293(16)
-0.73 0.07385(7) 0.2316(4) 0.3274(9) 0.863(20) 0.01090(5) 0.0351(4) 0.0314(21)
-0.75 0.05917(7) 0.1853(4) 0.2863(12) 0.819(24) 0.00982(4) 0.0343(4) 0.0337(28)
-0.77 0.04471(7) 0.1406(4) 0.2476(15) 0.780(20) 0.00867(4) 0.0329(5) 0.0361(21)
-0.78 0.03765(7) 0.1189(4) 0.2296(18) 0.796(18) 0.00811(5) 0.0324(5) 0.0416(17)
-0.79 0.03061(8) 0.0974(4) 0.2098(23) 0.777(20) 0.00749(5) 0.0309(7) 0.0422(20)
-0.8 0.02369(8) 0.0762(4) 0.192(3) 0.756(25) 0.00689(6) 0.0297(9) 0.0424(26)
-0.81 0.01683(9) 0.0551(4) 0.173(5) 0.74(4) 0.00627(8) 0.0281(13) 0.043(4)
-0.815 0.01342(9) 0.0444(4) 0.166(7) 0.71(4) 0.00602(10) 0.0279(18) 0.041(4)
-0.82 0.00967(15) 0.0326(4) 0.155(11) 0.69(6) 0.00571(22) 0.0273(28) 0.041(6)

Label Operator Meson JP

PS u�5d ⇡ 0�

V u�µd ⇢ 1�

AV u�5�µd a1 1+

Table 2: Interpolating operators, and corresponding flavored particles (i.e. i 6= j in the in-
terpolating operators), studied in the body of the paper. Color and spinor indexes (summed
over) are understood.

1.3 E↵ective mass plots

To show the quality of the fits in the calculations of the meson masses and decay constants,
we plot the e↵ective masses for pseudoscalar, vector and axial-vector mesons with various
values of valence quark masses in Fig. 1, Fig. 2 and Fig. 3, respectively. The typical values
of �2/d.o.f is 0.5 ⇠ 2.

2

Operators for mesons

Decay constants are converted to the continuum ones by perturbative 
one-loop matching.

8



Outline

1) Model

2) Mesons in Sp(4) with Nf=2 fund. reps. (dynamical)

3) Mesons in Sp(4) Anti-sym. reps (quenched)

4) Glueballs in Sp(6)

5) Conclusions & Outlook
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✤ Lattice systematics: Finite volume

- Finite volume effects are under control for                     .
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1.1 Quenched case

We first consider the pure Sp(4) gauge theory.
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✤ Lattice systematics: Finite lattice spacing
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✤ Numerical results: mass

- Quenching effects are small: still far from chiral limit?

- Lattice spacing artifact is sizable for vector meson masses.
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✤ Numerical results: decay constant

- Quenching effects are small: still far from chiral limit?

- Lattice spacing artifacts are also small for decay constants.
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✤ Numerical results:  f02

- Dynamical results also show that  f02  has small mass dependence. 

- Consistent with NLO EFT results.

- Sum of squared decay constants:

J
H
E
P
0
3
(
2
0
1
8
)
1
8
5

from which one can read that the masses and decay constants are given by

M2
ρ =

1

4(1 + κ+my3)
gρ

2
(
bf2 + F 2 + 2mv1

)
, (2.19)

M2
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4(1− κ−my4)
gρ

2
(
bf2 + F 2 + 2mv1

)
+ (2.20)

+
g2ρ

1− κ−my4

(
f2 +m(v2 − v1)

)
,

f2
ρ =

1

2

(
bf2 + F 2 + 2mv1

)
, (2.21)

f2
a1 =

(
bf2 − F 2 + 2m(v1 − v2)

)2

2 ((b+ 4)f2 + F 2 − 2mv1 + 4mv2)
, (2.22)

f2
0 = F 2 + (b+ 2c)f2 . (2.23)

and that the pion decay constant is

f2
π(0) = lim

q2→0
Σ(q2) = f2

0 − f2
ρ − f2

a1 . (2.24)

As anticipated, the notation explicitly specifies that f2
π(0) is extracted from 2-point func-

tions evaluated at q2 = 0. The fact that f2
0 = f2

π(0) + f2
ρ + f2

a1 is independent of m is

the accidental consequence of the truncation we made, in particular of the omission of the

operator in (2.17). Whether or not this is justified, depends on the range of m considered

and on the size of the EFT coefficients, as emerging from lattice data.

One can compute the right-hand-side of the first and second Weinberg sum rules,

within the EFT, to obtain

f2
a1 − f2

ρ + f2
π(0) = 2(cf2 −mv1) , (2.25)

f2
ρM

2
ρ − f2

a1M
2
a1 =

g2ρ
8

(
(−bf2 + F 2 + 2m(v2 − v1))2

κ+my4 − 1
+

(bf2 + F 2 + 2mv1)2

κ+my3 + 1

)
, (2.26)

hence showing explicitly that the non-nearest-neighbour couplings b, c, κ, y4, y3, v1 and

v2 yield to direct violations of the Weinberg sum rules, within the EFT. As anticipated,

this is not surprising: non-nearest-neighbour interactions are expected to emerge from

integrating out heavy degrees of freedom, and result in the violation of the Weinberg sum

rules because their rigorous derivation involves summing over all possible resonances. The

additional couplings, in effect, parameterise the contribution to the sum rules of heavier

resonances that have been omitted.

2.1.4 Pion mass and gρππ coupling

To compute the physical mass and couplings of the pions, it is convenient to fix the unitary

gauge, by setting σA = 0 along the unbroken A = 6 , · · · , 15 generators, and

σA = Sπ̄A =
((2 + b)f +mv2/f)F

N π̄A , (2.27)

πA = Cπ̄A =
F 2 − bf2 − 2m(v1 − v2)

N π̄A , (2.28)
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,

f2
ρ =

1

2

(
bf2 + F 2 + 2mv1

)
, (2.21)

f2
a1 =

(
bf2 − F 2 + 2m(v1 − v2)

)2

2 ((b+ 4)f2 + F 2 − 2mv1 + 4mv2)
, (2.22)

f2
0 = F 2 + (b+ 2c)f2 . (2.23)

and that the pion decay constant is

f2
π(0) = lim

q2→0
Σ(q2) = f2

0 − f2
ρ − f2

a1 . (2.24)

As anticipated, the notation explicitly specifies that f2
π(0) is extracted from 2-point func-

tions evaluated at q2 = 0. The fact that f2
0 = f2

π(0) + f2
ρ + f2

a1 is independent of m is

the accidental consequence of the truncation we made, in particular of the omission of the

operator in (2.17). Whether or not this is justified, depends on the range of m considered

and on the size of the EFT coefficients, as emerging from lattice data.

One can compute the right-hand-side of the first and second Weinberg sum rules,

within the EFT, to obtain

f2
a1 − f2

ρ + f2
π(0) = 2(cf2 −mv1) , (2.25)

f2
ρM

2
ρ − f2

a1M
2
a1 =

g2ρ
8

(
(−bf2 + F 2 + 2m(v2 − v1))2

κ+my4 − 1
+

(bf2 + F 2 + 2mv1)2

κ+my3 + 1

)
, (2.26)

hence showing explicitly that the non-nearest-neighbour couplings b, c, κ, y4, y3, v1 and

v2 yield to direct violations of the Weinberg sum rules, within the EFT. As anticipated,

this is not surprising: non-nearest-neighbour interactions are expected to emerge from

integrating out heavy degrees of freedom, and result in the violation of the Weinberg sum

rules because their rigorous derivation involves summing over all possible resonances. The

additional couplings, in effect, parameterise the contribution to the sum rules of heavier

resonances that have been omitted.

2.1.4 Pion mass and gρππ coupling

To compute the physical mass and couplings of the pions, it is convenient to fix the unitary

gauge, by setting σA = 0 along the unbroken A = 6 , · · · , 15 generators, and

σA = Sπ̄A =
((2 + b)f +mv2/f)F

N π̄A , (2.27)

πA = Cπ̄A =
F 2 − bf2 − 2m(v1 − v2)

N π̄A , (2.28)

– 10 –

Bennett et. al. (2017)

·
··

·
·· ·
··

·

··
·

Quen., b = 7.62

Dyn., b = 7.2

Quen., b = 8.0

Dyn., b = 6.9

0.0 0.2 0.4 0.6 0.80.00

0.02

0.04

0.06

0.08

0.10

0.12

0.14

w0 Hm0-m0*L

Hw 0
f 0
L2

14



Outline

1) Model

2) Mesons in Sp(4) with Nf=2 fund. reps. (dynamical)

3) Mesons in Sp(4) Anti-sym. reps (quenched)

4) Glueballs in Sp(6)

5) Conclusions & Outlook

15



✤ Anti-symmetric reps in Sp(2N)

- The anti-symmetric reps of Sp(2N) group requires to subtract the 
omega-trace term which is a singlet.

- Implementation to Hirep code
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The generators T a
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R dR TR C2(R)

fund N 1/2 (N2 − 1)/(2N)

Adj N2 − 1 N N

2S N(N + 1)/2 (N + 2)/2 C2(F )2(N + 2)/(N + 1)

2AS N(N − 1)/2 (N − 2)/2 C2(F )2(N − 2)/(N − 1)

TABLE VI: Group invariants used in this work

where n is the number of boxes in the diagram, i ranges
over the rows of the Young tableau, m is the number of
rows, and ni is the number of boxes in the i-th row.
The quantities dR, TR, C2(R) are listed in Tab. VI

for the fundamental, adjoint, 2–index symmetric, and 2–
index antisymmetric representations.

Appendix B: Two–index representations

The hermitean generators T a
F for the fundamental rep-

resentation used are of the following form. For each pair
of integers 1 ≤ k < l ≤ N , we define two generators as:

(T ij,+
F )mn = 1

2 (δmkδnl + δmlδnk) , (B1)

(T ij,−
F )mn = i

2 (δmkδnl − δmlδnk) , (B2)

and for each 1 ≤ k < N one more generator is defined
as:

(T k
F ) =

1
√

2k(k + 1)
diag(1, 1, . . . ,−k

︸ ︷︷ ︸

k+1 terms

, 0, . . . , 0) . (B3)

The generators T a
F are normalized so that TF = 1/2.

The generators for the other representations are obtained
as follows.
We first give the explicit form for the representation

functions R which map U → UR. We define for each
representation an orthonormal base eR for the appropri-
ate vector space of matrices.
For the Adjoint representation we define the base

eAdj for the N × N traceless hermitean matrices to be

eaAdj = T a
F /

√
TF , a = 1, . . . , N2 − 1 (i.e. proportional

to the generators of the fundamental representation and
normalized to 1.)
For the two-index Symmetric representation the base

e(ij)S , with i ≤ j, for the N × N symmetric matrices is
given by:

i ̸= j , (e(ij)S )kl =
1√
2
(δikδjl + δjkδil) , (B4)

i = j , (e(ii)S )kl = δkiδli . (B5)

For the two-index Antisymmetric representation the

base e(ij)AS , with i < j, for the N ×N antisymmetric ma-
trices is given by:

(e(ij)S )kl =
1√
2
(δikδjl − δjkδil) . (B6)

The maps R are explicitly given by:

(RAdjU)ab = UAdj
ab = tr

[

eaAdjUebAdjU
†
]

,

a, b = 1, . . . , N2 − 1 , (B7)

(RSU)(ij)(lk) = US
(ij)(lk) = tr

[

(e(ij)S )†Ue(lk)S UT
]

,

i ≤ j, l ≤ k , (B8)

(RAU)(ij)(lk) = UA
(ij)(lk) = tr

[

(e(ij)A )†Ue(lk)A UT
]

,

i < j, l < k . (B9)

The generators T a
R used are defined as the image of

the generators in the fundamental under the differential
of the maps R defined above: T a

R = R∗T a
F . Explicit

expression can easily be worked out form the definition
above. The invariants TR and C2(R) for the generators
defined in this way are given in Tab. VI.
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where ⌦ is the symplectic form, written—consistently with Eq. (2.2)—in N ⇥ N blocks as

⌦ =

"

0 IN
�IN 0

#

. (A.2)

As suggested by Eq. (A.1), U may be written in block form as

U =

"

A B

�B⇤ A⇤

#

, (A.3)

where A and B satisfy A†A + B†B = I and ATB = BTA. From these relations, we
can deduce many properties of Sp(2N) matrices. Having unit determinant, the matrices
of Sp(2N) can be shown to form a compact and simply connected subgroup of SU(2N).
Moreover, the structure in Eq. (A.3) implies that the centre of the group is isomorphic to Z

2

for any N . Lastly, since U⇤
= ⌦U⌦

T and ⌦ 2 Sp(2N), every representation of the group
is equivalent to its complex conjugate. Thus Sp(2N) has only pseudo-real representations,
and charge conjugation is trivial.

In model-building as well as numerical applications, a prominent role is played by the
subgroups of Sp(2N), especially those isomorphic to some SU(N). In particular, one notices
that Sp(2N) ⇢ SU(2N), and that Sp(2(N � 1)) ⇢ Sp(2N). Starting with Sp(2) ⇠ SU(2),
this allows us to use the machinery already developed for the Monte Carlo simulation of
SU(2N) groups to the case of Sp(2N). Particular attention has to be given to the choice
of subgroups, as we further discuss in Appendix C in the HB context.

The subgroup structure of Sp(2N) can be understood in terms of its algebra, to the
study of which we now turn. Locally, one can represent a generic group element with the
exponential map U = exp(ı̇H) and impose the constraints of Sp(2N). This is equivalent
to taking only the generators of SU(2N) that satisfy Eq. (A.1), i.e. the hermitian traceless
matrices with H⇤

= ⌦H⌦, from which a block structure for H follows,

H =

"

A B

B⇤ �A⇤

#

. (A.4)

The properties A = A† and B = BT are a consequence of H†
= H. These conditions

leave a total of 2N(N + 1) degrees of freedom for H, which is also the dimension of the
Sp(2N) group. The choice of generators that we use in this work is explicitly stated in [32].
The rank of the group is N , thus in Sp(2N) we can find N independent SU(2) subgroups.
Once the elements of the algebra have been chosen, the SU(2) subgroups of Sp(2N) follow
from their matrix structure (see, once more, Appendix C).

B EFT and Technicolor

The 2-flavour Sp(4) theory can be used as a technicolor (TC) model, provided the embed-
ding of the SM symmetries is such that the condensate breaks them, and so can the EFT
treatment we apply to the spin-1 states, provided we identify the natural SU(2)

t
L⇥SU(2)

t
R

symmetries acting on the left-handed and right-handed components of Qi a as the SM global
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✤ Phase space of bare parameters
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- Strong hysteresis in the plaquette values (cold and hot) indicates the 
existence of a first order bulk phase transition for               .
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✤ Quenched results: Mass
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- Vector and axial-vector: The mass of anti-sym. reps. is larger than that 
of fund. reps. for a given pseudoscalar mass. 
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✤ Quenched results: Decay constant
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- The decay constant of anti-sym. reps. is larger than that of fund. reps. 
for a given pseudoscalar mass in each case. 
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✤ Vector meson mass in units of fps

- Vector meson masses are relatively larger than those of SU(4) theories.

- Most simulation points seem to be far from chiral regime.

- With some caveats, KSRF relation indicates that the value of gVPP is big.

TACoS (2017)

··
·

···

·

·

·

·
·

······ rASY, Sp(4) Quenched

rFUN, Sp(4) Quenched

rFUN, SU(4)

rASY, SU(4)

QCD

0.0 0.5 1.0 1.5 2.0 2.5 3.0

4

6

8

10

Hw0mpsrL2

m
V
r êf P

Sr

20



✤ Numerical results: f02
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- Quench results f02 for anti-sym. reps show strong quark mass dependence.

- NLO EFT for anti-sym. reps is under development.

- Not like the case of fund. reps, quenching effect could be substantial. 
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✤ Glueball spectrum in Sp(6)
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✤ Glueball spectrum in Sp(6)

- Glueball spectrum for Sp(6) 
at a single finite lattice spacing 
compared to that for Sp(4).

- Continuum extrapolation is 
required to make proper 
comparison and discuss the 
large N behavior.

A1+ A1� A2+ A2� T2+ T2� T1+ T1� E+ E�

Channel

3

4
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M
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✤ Casimir scaling and Sp(2N)
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- The preliminary result at finite lattice spacing show that                    of 
Sp(6) is smaller than that of Sp(4).

Hong et. al. (2017)
Qualitatively agree with the universal Casimir scaling.

J
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(
2
0
1
8
)
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table 4 we infer that this degeneracy is satisfied for lattice sizes other than the smallest

L/a = 10 (for which large finite-size effects are expected to arise differently in the two

channels) and the largest L/a = 24, where some uncontrolled systematics (possibly due to

mixing with spurious states) creates visible anomalies in this measurement. We take the

agreement in the intermediate region as a good indication that β = 7.7 is sufficiently close

to the continuum limit to justify its inclusion in the continuum extrapolation.

Going towards the continuum, we have measured glueball masses in the various lattice

channels for the couplings and volumes reported in the first two columns of table 2. Con-

tinuum extrapolations for the ratio mG/
√
σ are obtained from the expectation that the

corrections due to discretisation are linear in σa2. The results are reported in table 5 and

represented in figures 9 and 10. Some excited states are shown in figure 11. As expected, in

the continuum limit the states T±
1 and E± are degenerate in pairs. The channels T±

2 show

strong fluctuations and discretisation effects that are caused by the difficulty in extracting

their masses in lattice units. The values obtained for the 0+ and 2+ states are at the same

order of magnitude as those obtained in SU(N) theories [90].

5.3.3 Epilogue

In this section, we have reported on what is (to the best of our knowledge) the first

controlled calculation in the continuum limit of the glueball spectrum and of the string

tension for the Sp(4) pure Yang-Mills theory. The main purpose of our study is to gain some

understanding of the glue dynamics in this theory, and progressively aim at providing an

interpretation of the results emerging from the theory with dynamical quarks. Nevertheless,

the outcomes of our investigation in the pure gauge case are interesting in their own right:

for instance, they provide a first step towards a systematic calculation of the pure Yang-

Mills spectrum in the large N limit of Sp(2N) gauge theories and give us an opportunity

to contrast the non-perturbative dynamics of Sp(2N) with that of SU(N) gauge theories.

Albeit expected, the first remarkable outcome of our calculation is that the pure gauge

quantities behave not dissimilarly from those of SU(N). The mass associated to the decay

of Polyakov-loop correlators follows the properties expected from a confining flux tube,

hence supporting the confining nature of the pure gauge dynamics in Sp(4). The lowest-

lying state in the glueball spectrum is the 0+ glueball. The ratio m0+/
√
σ ≃ 3.55 is not far

from the large-N value from SU(N) groups, m0++/
√
σ ≃ 3.3 [39], and is indeed compatible

within errors with the SU(3) value of m0++/
√
σ = 3.55(7) [40], with the value for SU(4) of

m0++/
√
σ = 3.36(6) being appreciably different, albeit close.

This behaviour is consistent with the above ratio being a mildly decreasing function of

the number of generators — while SU(4) has 15 generators, SU(3) has 8 and Sp(4) has 10

— and deserves further enquiry by performing numerical studies of Sp(2N) gauge theories

at larger N . An interesting observation has been put forward in [44], by suggesting that

m2
0++

σ
= η

C2(A)

C2(F )
, (5.32)

where C2(A) and C2(F ) are the quadratic Casimir of the adjoint and of the fundamental

representation, respectively, and η is a universal constant, in the sense that it depends on

– 40 –
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2) Mesons in Sp(4) with Nf=2 fund. reps. (dynamical)

3) Mesons in Sp(4) Anti-sym. reps (quenched)

4) Glueballs in Sp(6)

5) Conclusions & Outlook
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✤ Conclusion & Outlook

- Mesons in Sp(4) with two-flavor fund. fermions
• Dynamical results share the features of quenched ones.

• Lattice artifacts: Finite volume effects are under control for                     .
                                  Lattice spacing effects are sizable for vector mesons.

- Mesons in Sp(4) with anti-symmetric. fermions

• Premature to discuss dark matter phenomenology.

• Numerical code is ready: modified Hirep code
• Very preliminary quenched results show qualitatively different features 
compared to the case of fund. reps.

- Calculation of glueball spectrum in Sp(6) is ongoing.

- Future directions
• Develop the code and EFT for mixed reps.
• Measure baryon spectrum.
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✤ Phase space of bare parameters

- Strong hysteresis in the plaquette values (cold and hot) indicates the 
existence of a first order bulk phase transition for               .
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✤ GMOR relation

Nf = 2 fund. reps.

- Not reached to the linear regime, yet. 

The 5 degenerate pions have mass

m2
π =

(

mv3 +m2v25

) ((4 + b)f2 + F 2 − 2mv1 + 4mv2)2

2f2N 2
, (2.31)

which modifies the GMOR relation to read m2
πf

2
π = mv3 +m2v25.

The ρ− π − π coupling is conventionally written as

Lρππ = −2igρππTr
(

ρµ[∂µπ̄ , π̄]
)

, (2.32)

so that the width (at tree level) is Γρ =
g2ρππ

48π Mρ

(

1− 4m2
π

M2
ρ

)3/2
. We find that

gρππ =
gρ

2f2N 2
√
1 + κ+my3

{

m2v22
(

(5b− 8)f2 − 3F 2 + 10mv1
)

+(b+ 2)f2
((

2f2 + F 2
) (

bf2 + F 2
)

−2mv1
(

2(b+ 1)f2 + F 2
))

+ 2mv2
(

2b(b+ 3)f4 +mv1
(

F 2 − 3bf2
)

+2(b+ 1)f2F 2 − 2m2v21
)

− 8m3v32

}

. (2.33)

In the m = 0 limit, the free parameters f , F , b, c, κ and gρ cannot be fixed by

measuring Mρ, Ma1 , fρ, fa1 and fπ, as there is one parameter too many. But because we

use the m-dependence of the physical quantities to fix v, v1, v2, y3, y4 and v5, then the gρππ
coupling is predicted, hence the model yields a prediction for the width of the ρ meson Γρ,

that can be compared with the physical width extracted from the lattice [12]. In this way

we would be able to adjudicate whether the weak-coupling assumption that underpins this

EFT treatment is justified. Notice however that the extraction of Γρ from lattice data is

highly non-trivial, and will require a future dedicated study.

We conclude with a comment about unitarity. While the calculations performed here

make use of the unitary gauge, we must check that the kinetic terms of all the Goldstone

bosons be positive before setting to zero the linear combinations providing the longitudinal

components of the vectors. For σA with A > 5 this requires to impose k10 > 0, and in order

to ensure positivity for both eigenvalues resulting from mixing in the kinetic terms of σA

and πA with A < 6 one must impose k5 > 0 and k′5 > 0, the former coming from the trace

and the latter from the determinant of the relevant sub-matrices. Such combinations are

explicitly given by:

k10 =
bf2 + F 2 + 2mv1

F 2
,

k5 = 2 + b+ c+ (b+ 4c)
f2

F 2
− 2mv1 , (2.34)

k′5F
2 = b

(

(c+ 1)f2 + F 2 − 2mv1 + 2mv2
)

+

+c
(

4f2 + F 2 − 2mv1 + 4mv2
)

− m2v22
f2

+ F 2 − 2mv1 .

Furthermore, for the kinetic terms of the vectors to be positive definite one must impose

κ+my4 < 1 and κ+my3 > −1.
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- Start to see finite lattice spacing artifact as we approach the massless limit.
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✤ Vector meson mass in units of fps

Nf = 2 fund. reps.

····
··

·

·
·

····

·

·

·
··

··
·

·

·

·
·········

0.0 0.5 1.0 1.5
6.0

6.5

7.0

7.5

8.0

8.5

9.0

Hw0mpsL2

m
V
êf PS

· Dynamical, b=6.9
· Dynamical, b=7.2
· Quenched, b=7.62
· Quenched, b=8.0

- Caution!: Lightest four data points in Quenched results suffer from 
finite volume artifacts.
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