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My journey from Physics to Machine Learning

• 2013-now  CTO, H2O.ai, Machine Learning, Java/C++/Python/R 

• 2012-2013 Senior MTS, Skytree, Machine Learning, C++/MPI 

• 2005-2012 Staff Scientist, SLAC - ACE3P FEM TD & PIC, C++/MPI 

• 2005 PhD Physics ETH/PSI - Distributed PIC Code, C++/MPI 

• 2001 Masters Physics ETH, summa cum laude



• Founded in 2011 
• 90 employees 
• Mountain View, CA 
• VC funded (Series C) 
• Open-Source Culture

H2O.ai is a Leader in the Gartner Magic Quadrant



ML Algorithms are Agnostic

Signal / Noise 
Garbage In - Garbage Out 
Overfitting / Underfitting 
No Free Lunch Theorem

All of this still applies in Physics. 
But physicists are creative: opportunities for synergies!



Spring of AI: Machine Learning is Everywhere

my PhD adviser



Spring of AI: Machine Learning is Everywhere

Looks great, BUT: It’s wrong.



Mistake Correction

Automation needed to 
avoid human error



Shortage of Data Scientists

10,000 hours 
“coders”

1000 hours 
“scripters”

100 hours 
“copy & pasters” “hello world”



Best way to master Data Science and Machine Learning?

KAGGLE
KAGGLE!
KAGGLE!!

KAGGLE!!!
(seriously, go to http://kaggle.com and spend 100+ 

hours competing in data science competitions. do it.)

http://kaggle.com


The Key Checklist to Success
• Understand the problem (very very well) - What is the goal of applying ML? How is it going to help? 
• What is the structure of the data? Tabular? Blobs? Mixed? How big is the data? 100M rows x 10 cols? 10k rows x 100k cols? 
• Do you have labeled data (supervised)? Regression or Classification? Why? How can you get more labeled data? 
• No labels (unsupervised)? Clustering? Autoencoder? Remember not to use Euclidean distance in >> 10 dimensions. 
• Find useful metrics (squared error, confusion matrix based, area under ROC curve, etc.) 
• Devise a validation strategy (how to estimate model’s generalization performance on holdout data splits), e.g.: 
75% train - model training - historic data to learn from 
15% valid - parameter tuning (used repeatedly) - should behave similarly as test data 
10% test - final model scoring (used one time only) - simulate production environment 

• Do you have access to GPUs? 5-50x speedup per GPU (github.com/h2oai/h2o4gpu) 
• Pick a platform to train models. R/Py/GUI? Single-node or distributed? 
• < 10GB, structured: sklearn/H2O-3/XGBoost/LightGBM 
• > 10GB, structured: Sparkling Water or H2O-3 (github.com/h2oai/h2oai) 
• unstructured (image/sound/text): Deep Learning TensorFlow/PyTorch/Caffe2 
 
iterate until done: 

• engineer features 
• tune model parameters 
• ensemble models (stacking/blending) 
• estimate model performance

fun, but automated

boring, but important

Are you able to explain the 
problem and the solution to 
your colleagues and family?

http://github.com/h2oai/h2o4gpu
http://github.com/h2oai/h2oai


https://tech.instacart.com/how-to-build-a-deep-learning-model-in-15-minutes-a3684c6f71e 

https://web.stanford.edu/~hastie/Papers/ESLII.pdf

http://www.deeplearningbook.org

Statistical Learning vs Deep Learning - Need Both!

https://tech.instacart.com/how-to-build-a-deep-learning-model-in-15-minutes-a3684c6f71e


The “Secret Sauce”: Feature Engineering

https://www.youtube.com/watch?v=VMTKcT1iHww

H2O.ai Webinar on Feature Engineering

https://www.youtube.com/watch?v=VMTKcT1iHww
https://github.com/h2oai/h2o-meetups/blob/master/2017_11_29_Feature_Engineering/Feature%20Engineering.pdf


“2 months for grandmasters — 1 hour for Driverless AI”

Driverless AI: 16th place in private LB (out of 2926) 
(top 1% in 1 hour, fully automated, no human input)

H2O Driverless AI: Automated Feature Engineering (AI to do AI)

Kaggle competition from 2016



Summary

• Use Open-Source ML and Data Science tools such as H2O/TF/sklearn 
• Automatic ML can save time and avoid costly mistakes (if done right) 
• Use Deep Learning only if needed (images/audio/text) - black box 
• Use statistical methods like Boosted Trees otherwise - interpretable 
• Use GPUs to accelerate algorithms wherever possible 
• See the problem from the algorithm’s viewpoint (how to improve?) 
• Focus on problem statement (ROI) and model validation/interpretation 
• Learn the basics skills and stay competitive at Kaggle (check winning 

solutions, even several year old competitions are useful)


