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ABUNDANCES ARE ONLY AS GOOD AS THEIR MODELS

ABUNDANCES ARE NOT MEASURED, BUT DERIVED!

B. Gustafsson, 
Astronomical Observatory, 
Uppsala  (2009)



Spectral line formation

To determine relevant properties of a star (Teff, log g, [Fe/H], ...) ) Compare models of
stellar atmosphere (i.e. emergent flux,SED,...) to observable quantities.

Emergent flux calculation
Radiative transfer equation
(plane-parallel) :

µ dIn
dtn

= Sn � In (1)

Optical depth : tn (z0) =
Z •

z0

kn rdz (2)

Source function : Sn =
jn
an

(3)   

r

k
ν

Solution requires adoption of approximations (plane-parallel, monochromatic radiation,
static atmosphere, no magnetic fields, ..) and knowledge of source function Sn .
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STELLAR ATMOSPHERES ASSUMPTIONS

Abundances are not measured BUT determined using approximations: 
  
๏Plane-parallel vs. spherical geometry 
๏ Homogeneity 
๏ Stationarity 
๏ Hydrostatic equilibrium 
๏1D vs. 3D atmospheres 
๏Thermal equilibrium 
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HOMOGENEITY

X, Y, Z ≠ f (r, θ, Φ) we assume a homogeneous atmosphere  
as an averaged model. This average model 
 describes the average stellar properties well.  

STELLAR ATMOSPHERES ASSUMPTIONS:
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HOMOGENEITY

X, Y, Z ≠ f (r, θ, Φ) we assume a homogeneous atmosphere  
as an averaged model. This average model 
 describes the average stellar properties well.  

STELLAR ATMOSPHERES ASSUMPTIONS:

STATIONARITY

Roughly speaking, the spectra of stars are time-independent 
 on human time scales  
we can generally assume d/dt=0  
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Roughly speaking, the spectra of stars are time-independent 
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we can generally assume d/dt=0  



STELLAR ATMOSPHERES ASSUMPTIONS

Abundances are not measured BUT determined using 
approximations: 
  
๏Plane-parallel vs. spherical geometry 
๏ Homogeneity 
๏ Stationarity 
๏ Hydrostatic equilibrium 
๏1D vs. 3D atmospheres 

๏ Local thermodynamic equilibrium (LTE) 
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TEXTSpectral line formation

Special case : Local Thermodynamic equilibrium (LTE)

Matter assumed in equilibrium with the radiation field over a finite volume of gas.
Properties of gas defined by one T at each depth.

Radiation in LTE

Kirchhoff-Planck’s law : [Sn ]LTE = Bn =
2hn3

c
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e

hv/kBT �1
(4)

Matter in LTE

Maxwell velocity distribution : f (v)dv =

✓
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2pkBT
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NON-LOCAL THERMODYNAMIC EQUILIBRIUM EFFECTS

Photons carry non-local information: 
Everything depends on everything, 
everywhere else!
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NON-LOCAL THERMODYNAMIC EQUILIBRIUM EFFECTS

Statistical Equilibrium Equation has to be solved 
simultaneously with the radiative transfer equation:

Photons carry non-local information: 
Everything depends on everything, 
everywhere else!
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ROLE OF ATOMIC DATA: COLLISIONS

Bulk of atomic data required in 
NLTE calculations. 

Status Quo? 

Large uncertainties still associated with 
collisional rates due to lack of experimental 
cross-section data, esp. collisions with 
Hydrogen in cool stars which plays an 
important role esp. in metal-poor stars.

nH

ne�
⇠ 104
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Statistical Equilibrium Equation has to be solved 
simultaneously with the radiative transfer equation:
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RANA EZZEDDINE (UNIVERSITÉ DE MONTPELLIER) PHD PRESENTATION DECEMBER 7th , 2015 31 / 57

Rana Ezzeddine, PhD, 2015



NON-LOCAL THERMODYNAMIC EQUILIBRIUM EFFECTS

Ezzeddine et al 2017a

departure coefficient (b)= level population density (NLTE)/level population density (LTE)
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Deviations  from LTE increase toward lower metallicities



MOST R-PROCESS STARS ARE OLD AND METAL-POOR
Metal-Poor Stars from RAVE 7

YY Isochrones for 12 Gyr and [�/Fe]=+0.4
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Figure 4. H-R diagram for the program stars, using the pa-
rameters calculated by the n-SSPP, listed in Table 3. Over-
plotted are the YY Isochrones (12 Gy, 0.8 M�, [↵/Fe]=+0.4;
Demarque et al. 2004) for [Fe/H]= �2.0, �2.5, and �3.0, and
horizontal-branch tracks from Dotter et al. (2008).

4. COMPARISON WITH RAVE PARAMETERS

In this section we present a comparison between the
atmospheric parameters determined by the n-SSPP and
the ones from the RAVE DR5 (Kunder et al. 2017) and
the RAVE-on pipelines (Casey et al. 2017). The values
used for these comparisons (Figures 5 and 6) are listed
in Table 3. Also shown in the table are the parameters
from RAVE DR4 (Kordopatis et al. 2013), from which
the bulk of our target selection was made. The RAVE
pipeline derives parameters by a �

2 method using an
extensive grid of synthetic spectra (see Zwitter et al.
2008, for further details).

4.1. RAVE DR5

The atmospheric parameters for RAVE DR5 were cal-
culated with the DR4 stellar pipeline, and calibrated us-
ing Kepler K2 seismic gravities, Gaia benchmark stars,
and results obtained from high-resolution studies (see
Kunder et al. 2017, for further details). Thus, we refrain
from using DR4 parameters for the following analysis,
but list them in Table 3 nonetheless.
Figure 5 presents the results of this comparison for

two di↵erent cases: (i) The full dataset, regardless of
RAVE quality flag values (light-gray filled squares), and
(ii) The subsample of stars where the RAVE pipeline

converged and the first three morphological flags indi-
cate that the spectrum is of a normal star (QK == 0 and
c1/c2/c3 = n/n/n - red filled squares). The following
discussion refers to the comparison between the n-SSPP
values and the subsample of RAVE stars with parame-
ters satisfying these criteria.
The left panels of Figure 5 show the di↵erences be-

tween parameters determined by the n-SSPP (Te↵ n�SSPP,
log g n�SSPP, and [Fe/H] n�SSPP) and from RAVE (
Te↵ DR5 – Teff N K, Te↵ DR5 IR – Teff IR, log gDR5 –
logg N K, and [Fe/H]DR5 – Met N K), as a function of
the RAVE DR5 spectroscopic values. Filled symbols
refer to the stars observed as part of this work. The
horizontal solid line in each panel is the average of the
residuals, while the darker and lighter shaded areas
represent the 1-� and 2-� regions, respectively. The
right panels show histograms of the residuals between
the n-SSPP and RAVE parameters. Each panel also
lists the number of stars, the average o↵set, and the
scatter determined from a Gaussian fit to the residual
distribution.
There are large deviations when comparing Te↵ val-

ues from RAVE and the n-SSPP. Our determinations
are consistently higher, in particular for Te↵ < 4750K.
The zero-point o↵set on the residuals is 127K, and the
scatter is 251K. There is a somewhat good agreement
between these estimates in the [4500:5200]K range, and
it is also possible to notice an upward trend on the resid-
uals for decreasing Te↵ DR5 values. The RAVE DR5
catalog also provides temperature estimates based on
the infrared flux method of Casagrande et al. (2010)
(Te↵ DR5 IR). These are in better agreement with the n-
SSPP values, showing a zero-point o↵set on the residuals
of just 62K, and a scatter of 111K.
The log g comparison presents a more significant

trend, with a zero-point o↵set on the residuals of 0.5 dex
and a scatter of 1.1 dex.
The behavior of the metallicity residuals follows sim-

ilar trends as the Te↵ and log g. This is expected,
since the spectral features used for [Fe/H] estimates
also change with temperature. The zero-point o↵set on
the residual distribution is �0.1 dex and the scatter is
0.6 dex.

4.2. RAVE-on

The RAVE-on catalog of stellar atmospheric param-
eters presents a re-analysis of RAVE spectra using the
data-driven code The Cannon (Ness et al. 2015), us-
ing data models from APOGEE and Kepler K2 (see
Casey et al. 2017, for further details). A comparison
between the RAVE-on parameters and the n-SSPP pa-
rameters is presented in Figure 6, for the same cases

1694 RAVE r-process stars

Placco et al. 2018
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NLTE can be important!



TEXTIron abundance

Its importance
1- Proxy to the total metal content ⇠ [Fe/H]
2- Wealth of lines in most stellar spectra
3- Opacity contribution
4- Relative elemental abundances [X/Fe] used in galactic chemical evolution studies
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   5- Used to determine spectroscopic Teff, logg, .. iteratively



Fe in late-type stars — III 9
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Figure 2. Inferred iron abundance against excitation energy for selected Fe i and Fe ii lines. The excitation energies for both species
are given relative to the ground state of Fe i, such that the ground state of Fe ii has Elow = 7.9024 eV. Rows from top to bottom show
the di↵erent benchmark stars: HD84937, HD122563, HD140283, and G64-12. Columns from left to right show the di↵erent paradigms:
1D radiative transfer with theoretical 1D marcs model atmospheres, 1D radiative transfer with 〈3D〉 stagger model atmospheres, and
full 3D radiative transfer with 3D stagger model atmospheres. Fe i lines are indicated with black triangles (non-LTE) and red triangles
(LTE); Fe ii lines are indicated with black circles (non-LTE) and red circles (LTE). The least-squares trend with excitation energy of the
Fe i lines is overdrawn; the standard error in the gradient reflects the uncorrelated errors arising from measurement errors in the observed
equivalent widths as well as correlated errors arising from errors in the e↵ective temperatures and surface gravities (Sect. 2.5).

1D and 〈3D〉 model atmospheres (Sect. 3.2). Also notewor-
thy are the hotter mean temperature stratifications in the
marcs model atmospheres in the outer layers (compared to
the mean temperature stratification of the 3D model atmo-
spheres; Fig. 1). The theoretical low-excitation Fe i lines are
weaker in higher temperature conditions in LTE, meaning
that a larger iron abundance is required to reproduce the ob-
servations. This flattens the trend in inferred iron abundance
with excitation energy obtained with the marcs model at-
mospheres in LTE.

In summary, it is particularly important to carry out
non-LTE calculations when using 3D model atmospheres at
low metallicity for elements susceptible to non-LTE e↵ects.

3.4 Best inferred iron abundances

We provide our best inferred iron abundances for the four
benchmark stars in Table 4. These were computed from the
mean of the iron abundances inferred from the Fe i and
Fe ii lines using a 3D non-LTE analysis (i.e. by combin-
ing the last two columns and last four rows of Table 3),
weighted by their standard errors (and without system-
atic errors included). Although the inferred abundances are
consistent with those of Bergemann et al. (2012), listed in
Table 1, to within the standard errors, our results are typi-
cally higher than their results. This can be attributed to 3D
e↵ects (Sect. 4.2) as well as larger non-LTE e↵ects result-
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Figure 3. Inferred iron abundance against equivalent width for selected Fe i and Fe ii lines. Rows from top to bottom show the di↵erent
benchmark stars: HD84937, HD122563, HD140283, and G64-12. Columns from left to right show the di↵erent paradigms: 1D radiative
transfer with theoretical 1D marcs model atmospheres, 1D radiative transfer with 〈3D〉 stagger model atmospheres, and full 3D
radiative transfer with 3D stagger model atmospheres. Fe i lines are indicated with black triangles (non-LTE) and red triangles (LTE);
Fe ii lines are indicated with black circles (non-LTE) and red circles (LTE). The least-squares trend with (logarithmic) equivalent width
of the Fe i lines is overdrawn; the standard error in the gradient reflects the uncorrelated errors arising from measurement errors in the
observed equivalent widths as well as correlated errors arising from errors in the e↵ective temperatures and surface gravities (Sect. 2.5).
The microturbulent parameter ⇠ in the 1D and 〈3D〉 analyses was calibrated to flatten these trends, without considering the uncertainties
in the e↵ective temperatures and surface gravities. If these uncertainties were considered in the calibration of ⇠, then the trends in the
first two columns would be identically zero.

ing from improved atomic data, especially neutral hydrogen
collisional rate coe�cients (Sect. 4.3).

4 GRIDS OF NON-LTE ABUNDANCE
CORRECTIONS

Grids of equivalent widths and abundance corrections were
constructed for 2086 Fe i lines and 115 Fe ii lines for which
accurate experimental atomic data exist. These results can

be accessed on the INSPECT database9, or by contact-
ing the authors. Abundance corrections for other Fe i and
Fe ii lines can be obtained by interpolation on the irregular
grid of line parameters (�,Elow, log g f); interpolation rou-
tines for that purpose are available upon request.

Grids of departure coe�cients are also available, which
are more appropriate when higher precision and accuracy is
required, and when an analysis based on spectral line pro-
file fitting, rather than on equivalent widths, is called for.
The departure coe�cients can be used to correct the LTE

9
http://inspect-stars.com
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dance uncertainties because the standard errors of Fe I
would be unrealistically small (e.g., 0.02 and less). (�stdv)
are reported in Table 2. Second, systematic uncertain-
ties arising from varying the stellar parameters Te↵ , log g
and ⇠t by about their uncertainty of ±100K, ±0.2 cgs
and ±0.2km s�1 respectively. The resulting changes in
the average Fe abundances typically are ±0.07dex in Fe I
and ±0.01dex for Fe II for changes in changes in Te↵ ,
±0.05dex for Fe I and ±0.2dex for Fe II for changes in
log g and finally ±0.1dex for Fe I and ±0.02dex for Fe II
for changes in ⇠t. Total Fe abundance uncertainties are
obtained by summing individual uncertainties (�std and
�sys) in quadrature. This leads to a typical total average
value of 0.13 dex.

Similarly, the total uncertainties in the other stellar pa-
rameters are obtained by summing individual uncertain-
ties (�fit, �slope, and �var) in quadrature. This leads to
typical total uncertainties of 112 K in Te↵ , 0.45 dex in log g
and 0.4 km s�1in ⇠t. These uncertainties well reflect the
challenge of having available only a limited number of Fe
lines in these most iron-poor stars.

5. NLTE CORRECTIONS

We now discuss the differences between our NLTE and LTE
iron abundances [Fe/H] for the UMP stars. We also report the
differences between previously determined stellar parameters
(Te↵ , log g and ⇠t) from the literature (where either full LTE
or partial LTE and photometric methods were used). These
NLTE corrections for [Fe/H] are shown in Table 2, while those
for log g, Te↵ and ⇠t are listed in Table 1.

5.1. [Fe/H] abundance corrections

We define the NLTE Fe line abundance correction for a spe-
cific spectral line as the difference between the NLTE and
LTE Fe abundance for a given measured equivalent width. We
calculate �[Fe/H] = [Fe/H]NLTE - [Fe/H]LTE, based on the
average abundance differences across all individual Fe lines.
The results as well as the number of Fe I and Fe II lines used
for each UMP star are listed in Table 2. The corrections are
found to increase with decreasing [Fe/H] which can be under-
stood due to the increasing magnitude of the over-ionization
(J⌫ � B⌫ excess) in the UV. This over-ionization shifts the
ionization-recombination balance towards more efficient ion-
ization, thus de-populating the lower levels relative to LTE.
This effect grows larger at lower metallicities as radiative
rates become more efficient due to the decrease in electron
number densities in the optically transparent atmospheric lay-
ers (Mashonkina et al. 2011; Lind et al. 2012; Mashonkina
et al. 2016). The deviation from LTE in the line formation
within the depth of the stellar atmosphere can be seen in Fig-
ure 2, where the relative populations (NLTE to LTE) of the
ground Fe I level for the UMP stars with [Fe/H] < 4.00 are
displayed along their atmospheric depths at 5000 Å (⌧5000).
While the departures from LTE increase with decreasing Fe

abundances, other factors such as lower gravities and higher
effective temperatures can also play a role in the population
deviations from LTE throughout the stellar atmospheres (Lind
et al. 2012; Mashonkina et al. 2016).

The NLTE corrections as a function of [Fe/H](LTE) for the
UMP stars are shown in Figure 1. The data are easily fit with
a linear relation:

�[Fe/H] = �0.14± 0.04 [Fe/H]LTE � 0.15± 0.18 (1)

The upper limit correction of �[Fe/H] = 0.72 for
SMSS J0313�6708 was excluded from the fit as no iron
lines detection were made in this star. Nevertheless, the
star lies within the error bar slope region of the fit (gray
shaded region of ±0.04). It can be seen that all the stars
lie within this region.

This tight relation allows extending the NLTE corrections
to other stars, and potentially also towards higher metallici-
ties ([Fe/H] > �4.00). We test this on the benchmark metal-
poor stars HD 84937 ([Fe/H](LTE) = �2.12), HD 140283
([Fe/H](LTE) = �2.66) and G 64�12 ([Fe/H](LTE) =
�3.21) (Amarsi et al. 2016). Using Equation 1, we calcu-
late NLTE corrections of 0.14 dex, 0.22 dex and 0.29 dex for
HD 84937, HD 140283 and G 64�12, respectively. Amarsi
et al. (2016) studied these three stars using a full 3D and 1D
NLTE analyses, using for the first time quantum mechan-
ical atomic data for hydrogen collisions, and reliable non-
spectroscopic atmospheric parameters. The authors report
0.14 dex and 0.21 dex and 0.24 dex as 1D NLTE corrections
for HD 84937, HD 140283 and G 64�12, respectively. These
values are in excellent agreement with our values. Our fit can
thus be used to predict NLTE corrections of metal-poor stars
though the whole range of metallicities [Fe/H] from at least
-8.00 to -2.00 dex, which further asserts that our relation can
be used and applied to LTE Fe abundances of a variety of
metal-poor stars.

5.2. Consequences for spectroscopic determination of stellar
parameters Te↵ and log g

We present in Table 2 the difference in stellar parameters
Te↵ , log g and ⇠t between our NLTE and previously derived
LTE spectroscopic or photometric values, whenever possi-
ble. This illustrates the changes by going to a full NLTE Fe
line analysis. We obtain positive � log g = log g (NLTE) �
log g (lit. value) of 0.1 - 0.5 dex for all UMP stars when-
ever a NLTE log g derivation was possible. An important
consequence is that surface gravities derived by LTE anal-
yses tend to be lower than what is expected in NLTE. LTE
values should thus be corrected before any further elemental
abundance determination. Our positive NLTE log g correc-
tions are in agreement with previous studies, e.g., Thévenin
& Idiart (1999) who have found positive � log g for a large
number of metal-poor stars. Their values were found to be
in agreement with spectroscopic independent log g determi-
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dance uncertainties because the standard errors of Fe I
would be unrealistically small (e.g., 0.02 and less). (�stdv)
are reported in Table 2. Second, systematic uncertain-
ties arising from varying the stellar parameters Te↵ , log g
and ⇠t by about their uncertainty of ±100K, ±0.2 cgs
and ±0.2km s�1 respectively. The resulting changes in
the average Fe abundances typically are ±0.07dex in Fe I
and ±0.01dex for Fe II for changes in changes in Te↵ ,
±0.05dex for Fe I and ±0.2dex for Fe II for changes in
log g and finally ±0.1dex for Fe I and ±0.02dex for Fe II
for changes in ⇠t. Total Fe abundance uncertainties are
obtained by summing individual uncertainties (�std and
�sys) in quadrature. This leads to a typical total average
value of 0.13 dex.

Similarly, the total uncertainties in the other stellar pa-
rameters are obtained by summing individual uncertain-
ties (�fit, �slope, and �var) in quadrature. This leads to
typical total uncertainties of 112 K in Te↵ , 0.45 dex in log g
and 0.4 km s�1in ⇠t. These uncertainties well reflect the
challenge of having available only a limited number of Fe
lines in these most iron-poor stars.

5. NLTE CORRECTIONS

We now discuss the differences between our NLTE and LTE
iron abundances [Fe/H] for the UMP stars. We also report the
differences between previously determined stellar parameters
(Te↵ , log g and ⇠t) from the literature (where either full LTE
or partial LTE and photometric methods were used). These
NLTE corrections for [Fe/H] are shown in Table 2, while those
for log g, Te↵ and ⇠t are listed in Table 1.

5.1. [Fe/H] abundance corrections

We define the NLTE Fe line abundance correction for a spe-
cific spectral line as the difference between the NLTE and
LTE Fe abundance for a given measured equivalent width. We
calculate �[Fe/H] = [Fe/H]NLTE - [Fe/H]LTE, based on the
average abundance differences across all individual Fe lines.
The results as well as the number of Fe I and Fe II lines used
for each UMP star are listed in Table 2. The corrections are
found to increase with decreasing [Fe/H] which can be under-
stood due to the increasing magnitude of the over-ionization
(J⌫ � B⌫ excess) in the UV. This over-ionization shifts the
ionization-recombination balance towards more efficient ion-
ization, thus de-populating the lower levels relative to LTE.
This effect grows larger at lower metallicities as radiative
rates become more efficient due to the decrease in electron
number densities in the optically transparent atmospheric lay-
ers (Mashonkina et al. 2011; Lind et al. 2012; Mashonkina
et al. 2016). The deviation from LTE in the line formation
within the depth of the stellar atmosphere can be seen in Fig-
ure 2, where the relative populations (NLTE to LTE) of the
ground Fe I level for the UMP stars with [Fe/H] < 4.00 are
displayed along their atmospheric depths at 5000 Å (⌧5000).
While the departures from LTE increase with decreasing Fe

abundances, other factors such as lower gravities and higher
effective temperatures can also play a role in the population
deviations from LTE throughout the stellar atmospheres (Lind
et al. 2012; Mashonkina et al. 2016).

The NLTE corrections as a function of [Fe/H](LTE) for the
UMP stars are shown in Figure 1. The data are easily fit with
a linear relation:

�[Fe/H] = �0.14± 0.04 [Fe/H]LTE � 0.15± 0.18 (1)

The upper limit correction of �[Fe/H] = 0.72 for
SMSS J0313�6708 was excluded from the fit as no iron
lines detection were made in this star. Nevertheless, the
star lies within the error bar slope region of the fit (gray
shaded region of ±0.04). It can be seen that all the stars
lie within this region.

This tight relation allows extending the NLTE corrections
to other stars, and potentially also towards higher metallici-
ties ([Fe/H] > �4.00). We test this on the benchmark metal-
poor stars HD 84937 ([Fe/H](LTE) = �2.12), HD 140283
([Fe/H](LTE) = �2.66) and G 64�12 ([Fe/H](LTE) =
�3.21) (Amarsi et al. 2016). Using Equation 1, we calcu-
late NLTE corrections of 0.14 dex, 0.22 dex and 0.29 dex for
HD 84937, HD 140283 and G 64�12, respectively. Amarsi
et al. (2016) studied these three stars using a full 3D and 1D
NLTE analyses, using for the first time quantum mechan-
ical atomic data for hydrogen collisions, and reliable non-
spectroscopic atmospheric parameters. The authors report
0.14 dex and 0.21 dex and 0.24 dex as 1D NLTE corrections
for HD 84937, HD 140283 and G 64�12, respectively. These
values are in excellent agreement with our values. Our fit can
thus be used to predict NLTE corrections of metal-poor stars
though the whole range of metallicities [Fe/H] from at least
-8.00 to -2.00 dex, which further asserts that our relation can
be used and applied to LTE Fe abundances of a variety of
metal-poor stars.

5.2. Consequences for spectroscopic determination of stellar
parameters Te↵ and log g

We present in Table 2 the difference in stellar parameters
Te↵ , log g and ⇠t between our NLTE and previously derived
LTE spectroscopic or photometric values, whenever possi-
ble. This illustrates the changes by going to a full NLTE Fe
line analysis. We obtain positive � log g = log g (NLTE) �
log g (lit. value) of 0.1 - 0.5 dex for all UMP stars when-
ever a NLTE log g derivation was possible. An important
consequence is that surface gravities derived by LTE anal-
yses tend to be lower than what is expected in NLTE. LTE
values should thus be corrected before any further elemental
abundance determination. Our positive NLTE log g correc-
tions are in agreement with previous studies, e.g., Thévenin
& Idiart (1999) who have found positive � log g for a large
number of metal-poor stars. Their values were found to be
in agreement with spectroscopic independent log g determi-
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FE NLTE GRID

[TEFF, LOGG, [FE/H], MICROTURBULENT VELOCITY (VT)] 

 SPACE SMALL STEPS OF  

• 50K FOR TEMPERATE 

• 0.1 DEX FOR GRAVITY 

• 0.2 DEX FOR [FE/H] (TO BE REDUCED TO 0.1) 

• 0.5 DEX FOR VT 

—> TESTED ON BENCHMARK STARS 

—> LOGG AGREE WITH GAIA DR2 PARALLAXES 

—> CAN BE USED TO DETERMINE NLTE STELLAR PARAMETERS AND FE ABUNDANCES 



3D important for CNO elements : large 3D effects

Matthias Steffen 
3D COBOLD simulations
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Figure 2. Inferred iron abundance against excitation energy for selected Fe i and Fe ii lines. The excitation energies for both species
are given relative to the ground state of Fe i, such that the ground state of Fe ii has Elow = 7.9024 eV. Rows from top to bottom show
the di↵erent benchmark stars: HD84937, HD122563, HD140283, and G64-12. Columns from left to right show the di↵erent paradigms:
1D radiative transfer with theoretical 1D marcs model atmospheres, 1D radiative transfer with 〈3D〉 stagger model atmospheres, and
full 3D radiative transfer with 3D stagger model atmospheres. Fe i lines are indicated with black triangles (non-LTE) and red triangles
(LTE); Fe ii lines are indicated with black circles (non-LTE) and red circles (LTE). The least-squares trend with excitation energy of the
Fe i lines is overdrawn; the standard error in the gradient reflects the uncorrelated errors arising from measurement errors in the observed
equivalent widths as well as correlated errors arising from errors in the e↵ective temperatures and surface gravities (Sect. 2.5).

1D and 〈3D〉 model atmospheres (Sect. 3.2). Also notewor-
thy are the hotter mean temperature stratifications in the
marcs model atmospheres in the outer layers (compared to
the mean temperature stratification of the 3D model atmo-
spheres; Fig. 1). The theoretical low-excitation Fe i lines are
weaker in higher temperature conditions in LTE, meaning
that a larger iron abundance is required to reproduce the ob-
servations. This flattens the trend in inferred iron abundance
with excitation energy obtained with the marcs model at-
mospheres in LTE.

In summary, it is particularly important to carry out
non-LTE calculations when using 3D model atmospheres at
low metallicity for elements susceptible to non-LTE e↵ects.

3.4 Best inferred iron abundances

We provide our best inferred iron abundances for the four
benchmark stars in Table 4. These were computed from the
mean of the iron abundances inferred from the Fe i and
Fe ii lines using a 3D non-LTE analysis (i.e. by combin-
ing the last two columns and last four rows of Table 3),
weighted by their standard errors (and without system-
atic errors included). Although the inferred abundances are
consistent with those of Bergemann et al. (2012), listed in
Table 1, to within the standard errors, our results are typi-
cally higher than their results. This can be attributed to 3D
e↵ects (Sect. 4.2) as well as larger non-LTE e↵ects result-
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Figure 2. Inferred iron abundance against excitation energy for selected Fe i and Fe ii lines. The excitation energies for both species
are given relative to the ground state of Fe i, such that the ground state of Fe ii has Elow = 7.9024 eV. Rows from top to bottom show
the di↵erent benchmark stars: HD84937, HD122563, HD140283, and G64-12. Columns from left to right show the di↵erent paradigms:
1D radiative transfer with theoretical 1D marcs model atmospheres, 1D radiative transfer with 〈3D〉 stagger model atmospheres, and
full 3D radiative transfer with 3D stagger model atmospheres. Fe i lines are indicated with black triangles (non-LTE) and red triangles
(LTE); Fe ii lines are indicated with black circles (non-LTE) and red circles (LTE). The least-squares trend with excitation energy of the
Fe i lines is overdrawn; the standard error in the gradient reflects the uncorrelated errors arising from measurement errors in the observed
equivalent widths as well as correlated errors arising from errors in the e↵ective temperatures and surface gravities (Sect. 2.5).

1D and 〈3D〉 model atmospheres (Sect. 3.2). Also notewor-
thy are the hotter mean temperature stratifications in the
marcs model atmospheres in the outer layers (compared to
the mean temperature stratification of the 3D model atmo-
spheres; Fig. 1). The theoretical low-excitation Fe i lines are
weaker in higher temperature conditions in LTE, meaning
that a larger iron abundance is required to reproduce the ob-
servations. This flattens the trend in inferred iron abundance
with excitation energy obtained with the marcs model at-
mospheres in LTE.

In summary, it is particularly important to carry out
non-LTE calculations when using 3D model atmospheres at
low metallicity for elements susceptible to non-LTE e↵ects.

3.4 Best inferred iron abundances

We provide our best inferred iron abundances for the four
benchmark stars in Table 4. These were computed from the
mean of the iron abundances inferred from the Fe i and
Fe ii lines using a 3D non-LTE analysis (i.e. by combin-
ing the last two columns and last four rows of Table 3),
weighted by their standard errors (and without system-
atic errors included). Although the inferred abundances are
consistent with those of Bergemann et al. (2012), listed in
Table 1, to within the standard errors, our results are typi-
cally higher than their results. This can be attributed to 3D
e↵ects (Sect. 4.2) as well as larger non-LTE e↵ects result-
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STELLAR ATMOSPHERES ASSUMPTIONS : IS 1D OKAY VS 3D?

NLTE LTE

1D, NLTE better than 3D, LTE!

Amarsi et al. (2016)



TAKE AWAY POINTS

▸ Our abundances are only as good as our models 

๏ Extra care has to be taken when modeling metal-poor stars (i,e, r-process 
stars) 

▸ Departures from LTE abundances for Fe can be severe 

๏ Accurate modeling of atmospheres in iron-poor stars (NLTE) is important. 
Ignoring NLTE effects can: 

          - underestimate log g ~ 0.2 - 1 dex 
          - overestimate Teff ~ 50- 600 K 
          - underestimate [Fe/H] ~ 0.2 – 1.0 dex 
          -underestimate [Mg/H] up to 0.5 dex 
          -underestimates [Ca/H] from Ca II lines up to 0.5 dex  
๏  NLTE effects important to include in Spectroscopic Surveys.
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