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Beam Statistics and DAQ Uptime
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® Average DAQ uptime:
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POT weighted DAQ uptime (Week of 4/2/2018)
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® Average POT-weighted DAQ uptime:
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Compu

ting Summary

Average Jobs Running Concurrently Total Jobs Run
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roduction Onsite User Onsite

Job Success Rate

147506

Running Batch Jobs

Allocation == Production OSG == User OSG

Job Success & Failures per Day

2 4/4

= Success Fail == Held

New Data Cataloged

5.6 TB

Average Time Spent Waiting in Queue (Production)

2.6 min

Queued Production Jobs by Wait Time

== 8-24 hours 4-8 hours 1-4hours == <1hour ==new

Total Time Wasted by Running Jobs

== Instantaneous Cumulative

Total Data Cataloged

14.6 PB




Weekly Summary

MicroBooNE is collecting data at a stable rate.

Last week’s DAQ software upgrades and testing were successful:

® We are now taking background data with a 16 Hz “off-beam” trigger rate
o We were previously running at 7 Hz off-beam trigger rate
® 'This data is used for background subtraction in analyses

e The DAQ is running very stably at this rate

Tested and planned for DAQ machine failure scenarios:

® During Thursday’s beam downtime we simulated DAQ machine failures

O The tests were successful --- there was no DAQ downtime

e We also planned our responses to several possible machine failure scenarios




