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Machine learning is being used to solve a wide array of problems
across a large range of latency constraints

Assumptions
most algorithms can be formulated as machine learning problems
new specialized hardware will be optimized for machine learning



FIRST COMPLETE, GENERAL TRIGGER STUDY 3

https://hls-fpga-machine-learning.github.io/hls4ml/

Keras
TensorFlow

PyTorch .
. Co-processing kernel

conversion /

Custom firmware
design

model #

compressed
model

Usual machine learning
software workflow

tune configuration
precision
reuse/pipeline

Fast inference of deep neural networks in FPGAs for
particle physics

See ReseARCH TEeCHNIQUES SEMINAR
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https://hls-fpga-machine-learning.github.io/hls4ml/

CO-PROCESSORS

LARGE SPEED/ENERGY GAINS
OVER CPU/GPU'!
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Efficiently interface between CMSSW and accelerator hardware?
Some pilot projects in progress with: Microsoft Azure + MSR , Amazon Web Services
Exploring connections through CERN OpenlLab with: Intel
Academia’?
These systems will only improve (higher throughput, more DSPs/memory)

Goals, benchmark performance of co-processor hardware against other computing
architectures (CPU. GPU. etc.)

See MACHINE LEARNING FORUM TALK, ANDREW PUTNAM (MICROSOFT RESEARCH), MAY 14 @ 1PM



