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Mu2e II Trigger/TDAQ Summary



• Larger detector occupancy & beam-duty cycle
– Larger bandwidth needed to handle expected data flux

• x3-5 in the instantaneous rate, x3 duty cyle
– Higher rejection needed 

• Guidance: no more than x2 in data storage 14 PB/y
– we need a factor x5 in the rejection

– Higher radiation delivered to the ROCs

• PIP-II beam structure with no phase shift in timing
– Consider to lock system clock to 162.5 MHz accelerator clock IF 

ok with electronics  
– Reduced OFF Spill periods (to no OFF Spill time?) implies less 

advantage to large front-end buffers for streaming data

Mu2e II implications for TDAQ architecture
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Generic Data Readout Applied to Mu2e-I
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• Expand current Mu2e architecture (1 level trigger):
– assuming x2 gain in tech, extrapolation of Mu2e system 

requires x5 more hardware
– larger DAQ room, power and cooling
– 100 Gb switches (Vs 10 Gb of today system)
– Will existing algorithm performance scale (now few ms/evt)?

• With retuning?

• 2 level Trigger
– do some processing on FPGA and the remainder on software

• Where are the boundaries?
• can we make a L1 trigger decision at FPGA level?
• Need to develop FPGA algorithms

TDAQ architectures for Mu2e-II
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• Independent CRV trigger on FPGA 
– No significant OFF-spill period
– How much Cosmic data do we need?
– Develop dedicated CRV trigger?

TDAQ architectures for Mu2e-II (CRV)
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• High Level Synthesis (HLS) is now good enough to rival 
manual VHDL or Verilog algorithm development.

• Allows physicists to easily develop FPGA algorithms
– development can take place now – hardware is not needed!

• CMS is heavily investing in HLS
– hls4ml collaboration developing neural network tools using HLS

FPGA considerations (1)
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FPGA scaling
HLS code developed 
for Mu2e

https://github.com/hls-fpga-machine-learning/hls4ml/blob/master/README.md


Current Mu2e timing architecture
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Mu2eII beam timing

G. Pezzullo | Mu2e II Workshop @ Northwestern8 8/30/18



• We need rad hard optical link for Tracker and Calo ROCs

• Experiment ”standard” for data transmission between ROCs 
and DTCs is the VTRx from CERN

• For Mu2e II we can follow CMS development for the next 
generation of rad hard optical links

• Keep looking for other options as well

VTRx
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• Two possible architectures to investigate:
– 1 level: “expanded” Mu2e TDAQ system
– 2 levels: L1 Trigger + HLT 

• Develop trigger algorithms for FPGA:
– Needed to set requirements on the hardware

• Evaluate performance/costs of the proposed architectures

• Cosmic rays study for CRV trigger

• Sim inputs for evaluating the expected doses in the ROCs

Summary / R&D projects
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Backup slides
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Mu2e expected Trigger performance
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