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NEXT DETECTOR CONCEPT �4

A xenon gas time projection chamber with electroluminescent amplification. 
Primary scintillation (S1) establishes the start-of-event time; secondary 
scintillation (S2) is used for calorimetry and tracking. Specialised sensor arrays 
for each measurement.
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ENERGY RESOLUTION IN XENON �5

Intrinsic energy resolution of xenon gas close to 0.3% at 2.5 MeV. Fano factor of 
xenon significantly smaller in gaseous phase (0.15) than in liquid (>20).

366 A. Bofofnikov, B. Ramsey / Nucl. Insfr. and Meth. in Phys. Rex A 396 (1997) 360-370 
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Fig. 5. Density dependencies of the intrinsic energy resolution (%FWHM) measured for 662 keV gamma-rays. 

above 2-6 kV/cm depending on the density, it remains 
practically unchanged. At low densities, < 0.55 g/cm3, 
the resolution almost saturates to the same limit, deter- 
mined by the statistics of ion production, while at high 
densities, > 0.55 g/cm3, it continues to slowly decrease 
even at the maximum applied fields, but still remains far 
above the statistical limit. This is seen more clearly in 
Fig, 5 which gives energy resolution versus density meas- 
ured for 662 keV gamma-rays at a field of 7 kV/cm. 
Below 0.55 g/cm3 the resolution stays at a level of 0.6% 
FWHM (statistical limit), then, above this threshold, it 
starts to degrade rapidly, and reaches a value of about 
5% at 1.7 g/cm”. Such degradation of the energy resolu- 
tion above 0.55 g/cm3 was observed previously in 
Ref. [3-53 and explained with the d-electron model, 
originally proposed to explain the poor energy resolution 
measured by others in liquid Xe [13]. According to this 
model, the degradation of the energy resolution is caused 
by the fluctuations of electron-ion recombination in 6- 
electron tracks. For intense recombination, which would 
give large fluctuations, a particular density of ionization 
must be reached. These conditions would appear first in 
the tracks produced by low-energy S-electrons. The 
fluctuations in the number of such tracks, which are 
governed by the statistics of the a-electron production, 
determine the intrinsic resolution. As the density in- 
crease, the ranges of the &electrons become smaller, and 
the conditions for strong recombination occur in tracks 
produced by S-electrons with ever higher energies. In 
other words, the average number of tracks with high 
recombination rate should increase with density even if 
the recombination rate itself saturates at high densities. 

This can be illustrated by comparing the density depend- 
ence of the intrinsic energy resolution and changes in the 
slope of l/Q versus log(E), i.e. coefficient B in function (l), 
which characterizes the recombination processes (see 
Figs. 5 and 6). Below 1.4g/cm3, the energy resolution 
almost follows the dependence of B. At higher densities 
B saturates, or even starts to decrease, while the intrin- 
sic energy resolution continues to degrade. The latter 
fact shows that at high densities the resolution is deter- 
mined by fluctuations in the number of tracks with high 
density ionization, rather than fluctuations in recombi- 
nation. 

Another interesting question is the origin of the step- 
like behavior of the resolution around 0.55 g/cm3 (see 
Fig. 5). The location of the step precisely coincides with 
the threshold of appearance of the first exciton band, 
which is formed inside a cluster of at least 10 atoms due 
to density fluctuations in dense Xe [S]. Delta-electrons 
interact with whole clusters to produce an exciton or free 
electron. This could be an additional channel of energy 
loss that would result in a sharp decrease in size of the 
a-electron tracks and, consequently, in a sharp rise of the 
number of tracks with high density of ionization above 
0.55 g/cm3. 

A similar behavior of the intrinsic resolution was ob- 
tained for all other energies used in these measurements 
(0.3-1.4 MeV). Below 0.55 g/cm’, the intrinsic energy res- 
olution saturates to its statistical limit, determined by 
(FW/E,)“‘, if a sufficiently high electric field is applied, 
and starts to degrade above 0.55 g/cm” even at high 
fields. Fig. 7 shows the dependence of the intrinsic resolu- 
tion (%FWHM) on the energy of gamma-rays plotted as 
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ELECTROLUMINESCENCE �6

Emission of scintillation light by atoms excited by a charge accelerated by an 
electric field. High, linear amplification gain with sub-Poissonian fluctuations.
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TRACKING IN GASEOUS XENON �7

Signal events (two electron tracks with a common vertex) feature dE/dx blobs at 
both ends, unlike most common background events (single electrons).
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THE NEXT PROJECT �8
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12 Hamamatsu R11410 2000+ SensL 1-mm2 SiPMs
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NEXT-WHITE (NEW) �13

Figure 18: Image of the NEXT-White vessel in the LSC clean room while detector assembly.

Figure 19: The NEXT-WhiteNEXT-100 compressor, manufactured by SERA.

The gas loop has two SAES MC4500-902 ambient temperature getters [28] (cold getters) and
one SAES PS4-MT50-R-535 hot getter [29].The three getters can be operated in parallel to allow
large flow operations. The normal mode of operation is to circulate only through the hot getter,
given the large radon contamination introduced by the cold getters. Indeed, recirculation through the
hot getter only is a must in a physics run. However, during commissioning, circulation through the

– 19 –
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cold getters (or both cold and hot getters) allows a faster purification of the gas and is an acceptable
strategy provided su�cient time is allowed after closing the cold getters for the radon to decay.

The compressor, shown in figure 19 was manufactured by SERA [30]. The inlet takes gas at
a pressure between 5 bar and 10 bar. The maximum outlet pressure is 25 bar. The total leak rate
of the compressor has been measure to be smaller than 0.19 g yr�1. The compressor has a triple
diaphragm system that prevents catastrophic loses of xenon and gas contamination in case of an
abrupt diaphragm rupture.

The flow direction inside the active volume of the detector is from the anode to the cathode. The
gas enters just behind the tracking plane copper plate (See sec. 6) and exits through a VCR 1/2" port
just after the cathode. With this configuration, the clean gas enters directly into the amplification
region.

8.3 Cryo-recovery system

Figure 20: Left: A picture of the two NEXT cryo-bottles. Right: A drawing showing the design of
the second bottle (the first one is similar).

Recovery of the xenon under normal operation conditions is achieved by connecting two
cryo-bottles (figure 20 left) to the recirculation loop and to the expansion tank (so that one can
recover the xenon stored there in the event of an emergency evacuation). One of the bottles is used
to recover normal xenon, while the other will be used to recover enriched xenon. Each bottle is

– 20 –



�14NEXT-WHITE (NEW)

The NEXT-White setup in Hall A at the Laboratorio Subterráneo de Canfranc.
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Figure 3: 83Rb decay scheme.

A 83mKr decay results in a point-like energy deposition. The time elapsed between detection of
S1 and detection of S2 is the drift time and its measurement, together with the known value of the
drift velocity [16], determines the z-coordinate at which the ionization was produced in the active
region. The x and y coordinates are obtained by a position reconstruction algorithm which uses the
charge recorded by the SiPMs of the tracking plane. The combination of the PMT and SiPM sensor
responses yields a full 3D event reconstruction.

To properly measure the energy of an event in NEXT-White it is necessary to correct for two
instrumental e�ects: a) the finite electron lifetime, due to attachment of ionization electrons drifting
towards the cathode to residual impurities in the gas, and b) the dependence of the light detected by
the energy plane on the (x, y) position of the event. Krypton calibrations provide a powerful tool to
measure and correct both e�ects.

The e�ect of electron attachment is described using an exponential relation:

q(t) = q0 e�t/⌧ (4.1)

where q0 is the charge produced by the 83mKr decay, t is the drift time, and ⌧ is the lifetime. Ideally,
attachment can be corrected by measuring a single number. However, in a high pressure detector the
lifetime may depend on the position (x, y, z), due to the presence of non homogenous recirculation
of the gas, or concentrations of impurities due to virtual leaks. As discussed in section 6, the
dependence of ⌧ with the longitudinal coordinate z in the NEXT-White detector can be neglected,
while the dependence of ⌧ with the transverse (x, y) coordinates must be taken into account. This is
done using krypton calibrations to produce a lifetime map that records the lifetime as a function of
(x, y).

Furthermore, 83mKr decays can be used to produce a map of energy corrections. This map is
needed to properly equalize the energy of events occurring in di�erent locations in the chamber as
the light detected by the photomultipliers depends on the (x, y) coordinates of the event even after ⌧
correction. Such dependence comes from the variation of the solid angle covered by the PMTs for
direct light and expected acceptance for reflected light as well as from losses in events close to the

– 6 –

Figure 8: Distribution of events in the (x, y) plane.

Figure 9: Main panel: di�erence between the reconstructed and true x position, �x, for Monte
Carlo krypton events as a function of the radial position; left sub-panel: distribution of the �x
variable. The standard deviation of the distribution is (0.663 ± 0.010) mm. A similar distribution is
found for the y coordinate.

Monte Carlo events have been generated using a GEANT4-based program [18] which incorpo-
rates a detailed description of the geometry and materials of the detector, the simulation of 83mKr
decays, the light propagation of S1 and S2 signals, and the response of the SiPMs and PMTs sensors.

– 10 –

Figure 5: 83mKr raw waveforms for the individual PMTs, showing the negative swing introduced
by the PMT frond-end electronics. The left panel shows the RWF in the full DAQW, while the right
panel shows a zoom on the S2 signal on which the event was triggered.

Figure 6: 83mKr corrected waveforms for the sum of the PMTs. The top panel shows the CWF in
the full DAQW, while the bottom panels show zooms of the S1 (left) and S2 (right) waveforms.

triggered by the S2 signal, which appears centered in the data acquisition window (DAQW). The S1
signal appears up to the maximum drift time before the S2.

– 8 –
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NEXT-WHITE: CALIBRATION WITH KRYPTON-83



Figure 3: Evolution of the average lifetime during Run IVc.

Figure 4: Calibration maps. See text for details
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�17NEXT-WHITE: CALIBRATION WITH KRYPTON-83

Figure 5: Resolution obtained using krypton calibrations as a function of Z and R.

edges of the map (top-right panel). The bottom-left panel is the lifetime map, showing stratification
of the lifetime in the detector. The average error of the map is of the order of 3%. Notice that for a
lifetime of 4 ms, the maximum charge lost is 12%. The charge is recovered using the lifetime map,
and the relative error introduced in the energy residual is equal to the relative error in the lifetime, so
the maximum error of the procedure is ⇠ 40.4%.

Fig. 5 shows the resolution obtained with krypton after corrections. Notice that for low Z
(no charge loss due to attachment) and low R (center of detector, small geometrical corrections),
the resolution approaches 3.5%, or 0.45% at Q��(FWHM, 1/

p
E extrapolation). Even for larger

values of R and Z the resolution stays below 4.5% (0.55% FWHM at Q��). In conclusion, krypton
calibrations allow us to apply corrections to our data, producing geometrical and lifetime maps. The
energy resolution that we obtain at low energy approaches the intrinsic resolution in xenon.

3 Energy resolution at high energies

NEW has recently demonstrated excellent energy resolution1, and further developments have been
made since this time. Here we report on the current status of calibrations with high energy sources
(137Cs and 232Th). The general locations at which these sources were placed are described in Fig.
6. In addition to these sources, radioactive 83mKr was present in the detector, and triggers on
the resulting low-energy (41.5 keV) events were taken simultaneously and analyzed separately to
construct energy correction maps that could be used to address geometrical and electron lifetime
e�ects on the energy resolution.

We show results from a single run at 10.1 bar pressure, though many such runs have been
obtained and can be combined in the future for a higher-statistics analysis. All data were processed
with the analysis software IC, beginning with raw sensor waveforms and producing maps containing

1J. Renner et al. (NEXT Collaboration). Initial results on energy resolution of the NEXT-White detector. JINST 13,
P10020 (2018). [arXiv:1808.01804]
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�18NEXT-WHITE: ENERGY RESOLUTION

NEXT Collaboration, JINST 13 (2018) P10020

Figure 6: Approximate placement of the two 232Th sources and 137Cs source used in the present
analysis (not drawn to scale).

energy information (S1 and S2) from the PMT plane and 2D maps of the SiPM plane. This
information was further processed to reconstruct each event as a set of individual hits containing
position and energy information (x, y, z, E). The event energy was corrected hit-by-hit for geometrical
non-uniformities and e�ects due to electron attachment. Correction was also made for an additional
e�ect in which the total event energy was observed to decrease as a function of the maximum extent
of the track in the z-direction. The full spectrum of corrected energies is shown in Fig. 7.

Figure 7: The fully corrected spectrum of high-energy events in NEW 10-bar calibration data.

The energy calibration used here was a linear fit to the means of the 4 peaks discussed below in
section 3.1 and shown in Fig. 8.

3.1 Energy resolution

Here we demonstrate the energy resolution of NEW by presenting fits to several energy peaks after
application of all corrections and with selected fiducial cuts. In all cases the fiducial cuts are applied

6

Figure 9: (Top) Distribution with applied fiducial cuts and (bottom) fit - 2 Gaussians summed with
a second-order polynomial - to isolated energy depositions corresponding to energies near those of
the xenon x-ray lines. Extrapolation to Q�� is done following a simple statistical law 1/

p
E .

Figure 10: (Top) Applied fiducial cuts and (bottom) fit - a Gaussian summed with a second-order
polynomial - to the Cs photopeak. Extrapolation to Q�� is done following a simple statistical law
1/
p

E .

Figure 11: (Top) Applied fiducial cuts and (bottom) fit - a Gaussian summed with an exponential -
to the e+e� double-escape peak of the 208Tl photopeak. Extrapolation to Q�� is done following a
simple statistical law 1/

p
E .

3.1.4 Tl photopeak (⇠ 2.6 MeV)

The longest tracks analyzed, those most di�cult to correct due to the wide topological extent of each
single event, were those produced by full-energy depositions of the 2614.5 keV 232Tl photopeak,
shown in Fig. 12.
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�19NEXT-WHITE: ENERGY RESOLUTION

Figure 12: (Top) Applied fiducial cuts and (bottom) fit - a Gaussian summed with a second-order
polynomial - to the 208Tl photopeak.

3.2 Summary

The results presented in section 3.1 are summarized in Fig. 13. The resolution is shown for each peak
together with a fit to the law a + b/

p
E , where the constant term accounts for uncorrected residuals

and other systematic e�ects which do not scale with energy. Also for each peak, the resolution
is extrapolated to the expected value at Q�� = 2458 keV from the energy of the K-↵ x-ray peak,
assuming a zero constant term. Note that the resolution of the 208Tl photopeak was not included in
the summary due to the reduced number of events in the peak and the resulting inability to make the
same fiducial cuts.

Figure 13: Summary of energy resolution in NEW, Run IV. The FWHM values of the resolution
were fit to a + b/

p
E , with a = 0.21 ± 0.12 and b = 25.40 ± 2.60.

The fit yields an energy resolution of 0.72 % FWHM at Q�� , very close to the naive 1/
p

E ex-
trapolation. This result is consistent with the “worst-case” fit to the full peak (⇠ 1.0% FWHM),
given the (relatively) large distortions introduced in the long tracks at large R and Z . Although
we believe that there is still room to improve our results, this shows the target goal of the NEXT
collaboration (1% FWHM at Q�� in the full fiducial volume) has been achieved.

9

Predicted energy resolution at Q value of Xe-136 (2.5 MeV) close to 0.75% FWHM, 
consistent with the measurement at the photopeak of the Tl-208 gamma (2.6 MeV).

PRELIMINARY
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Figure 7. Radon-induced electron background rate as a function of Z, for the two run periods
described in Tab. 3.

Figure 8. High energy (E > 1.5 MeV) electron originating from the cathode. The three projections,
XY (left), ZX (center) and ZY (right), show the expected topological signature of an electron.

Also, the track has the typical topological signature of an electron, with an erratic path

and a high-energy deposition at the track end-point.

The overall rate and relevant distributions for radon-induced electrons originating

from the cathode have been compared between data and Monte-Carlo (MC) expectations.

Electron events with Zmax > 520 mm, where Zmax is the the largest Z position among all

hits in the event, are taken to be cathode electrons. A pure data sample of radon-induced

cathode electrons is obtained by subtracting the E2 (low 222Rn) period from the E1 (high
222Rn) period. In this statistical subtraction, we take into account the residual radon

activity induced by the ambient temperature getter that is still present during E2, by

considering the average time di↵erence between the two periods (16.3 days) and the known
222Rn half-life (3.82 days). The data rate has been corrected for the DAQ ine�ciency, as

– 15 –

NEXT-WHITE: BACKGROUNDS

Backgrounds from radon activity inside the 
detector have been measured in NEW, and their 
impact on the sensitivity of NEXT-100 has been 
evaluated.
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Figure 19: Fiducial background rate as a function of data taking calendar day. Vertical dashed lines
mark the times where Run-IVa, Run-IVb and Run-IVb started.

lifetime assumed for the correction is derived from the 83mKr data collected within a 24 hours
period, where time variations are also taken into account. The second step consists of a geometrical
XY correction of the detector response depending on the hit XY position. The correction relies on a
XY energy map obtained also from the 83mKr data within the same 24 hours period. Finally, a linear
energy scale is applied to convert the sum of the hit corrected energies (in PEs) into event energy
(in keV). The conversion factor is estimated from the 41.5 keV electron-conversion 83mKr peak,
accounting also for sub-percent time variations in the light yield. Fig. 20 shows the energy spectra
of the fiducial background samples in Run-IV, for an energy above 600 keV. Despite the limited
exposure, the characteristic lines of 208Tl (double-escape line at 1592 keV) and 214Bi (full-energy
lines at 1764 and 2204 keV) isotopes are present at high energies, as expected.

The background rate in Run-IVa has decreased by a factor of 1.7 with respect to the earlier
pilot background run taken in 2017 (Run-II), despite the pressure increase from 7.2 to 10 bar. This
background rate reduction confirms the expected improvement in detector radiopurity introduced by
the replacement of the field cage resistor chain and the PMT bases in early 2018. However, the rate
variations in time (not consistent with statistical fluctuations) observed for Run-IVa in Fig. 19 are
a clear indication of a time-dependent background source, thereby not related to radio-impurities
of the detector materials. The analysis of the correlation of the background rate with the level of
airborne radon at the LSC has allowed to conclude that such variations are due to a significant
contribution of 222Rn decays within the volume of the lead castle. Using the radon activity data
provided by the Alphaguard detector, the correlation is quantified in Fig. 21 by means of a linear fit.
From this fit, an expectation of the fiducial background rate in NEXT-White for a zero-Rn-activity is
derived: 3.65±0.37 mHz.

The e�ect of the RAS in Run-IVb is clearly visible in Fig. 19 and Fig. 20. After a few-days
period where the background rate decreases as the remaining 222Rn inside the castle decays, the
fiducial background rate becomes stable when a reduction of a factor of 1.9 with respect to Run-IVa
is reached. The comparison of the energy spectra in Run-IVa and Run-IVb around 1700 keV
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Figure 20: Fully corrected energy spectra of the fiducial background samples collected during
Run-IV.
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Figure 21: Airborne radon activity versus Run-IVa fiducial background rate. A linear fit extrapolation
to zero-Rn-activity yields an expected background rate of 3.65±0.37 mHz.
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Low-background data taking proceeding after 
detector calibration campaign. NEXT 
background model assessed using these data. 

Several improvements in the setup have 
reduced the background in a factor of ~4 over 
the last few months: 

• New radiopure components in field cage. 
• Radon-free air introduced in lead shielding. 
• Additional layer of shielding added.
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Figure 24: Fiducial background energy spectra in Run-IVc. Data (black dots) are superimposed to
the background model expectation (solid histograms), for which the di�erent isotopes contributions
are shown. Left: expectation from nominal background model. Right: expectation from best-fit to
data, were the displayed best-fit values correspond to the scale factor of each isotope with respect to
the nominal model.
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Figure 25: Fiducial background spatial distribution in Run-IVc. Data (black dots) are superimposed
to the best-fit background model expectation (solid histograms), for which the di�erent isotopes
contributions are shown. Left: z distribution. Right: radial distribution. The displayed best-fit
values correspond to the scale factor of each isotope with respect to the nominal model.

spatial information of the events. The use of this information will allow the tuning of the background
expectations prior to 136Xe double beta decay searches in NEXT-White and NEXT-100.

The comparison of the background model described previously with the Run-IVb data is
presented in the left panel of Fig. 24. While the di�erent gamma lines are well reproduced in the
model, the overall data rate (3.70±0.04) deviates from the expectation (1.699±0.003 mHz) by a factor
⇠2. It is worth noticing that a good fraction of such a discrepancy is due to external backgrounds
that have been suppressed in Run-IVc with the ILC. This consideration, along with the missing
contribution of Rn-induced 214Bi on the cathode in the current model, allows to foresee a good
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Figure 24: Fiducial background energy spectra in Run-IVc. Data (black dots) are superimposed to
the background model expectation (solid histograms), for which the di�erent isotopes contributions
are shown. Left: expectation from nominal background model. Right: expectation from best-fit to
data, were the displayed best-fit values correspond to the scale factor of each isotope with respect to
the nominal model.
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Figure 25: Fiducial background spatial distribution in Run-IVc. Data (black dots) are superimposed
to the best-fit background model expectation (solid histograms), for which the di�erent isotopes
contributions are shown. Left: z distribution. Right: radial distribution. The displayed best-fit
values correspond to the scale factor of each isotope with respect to the nominal model.

spatial information of the events. The use of this information will allow the tuning of the background
expectations prior to 136Xe double beta decay searches in NEXT-White and NEXT-100.

The comparison of the background model described previously with the Run-IVb data is
presented in the left panel of Fig. 24. While the di�erent gamma lines are well reproduced in the
model, the overall data rate (3.70±0.04) deviates from the expectation (1.699±0.003 mHz) by a factor
⇠2. It is worth noticing that a good fraction of such a discrepancy is due to external backgrounds
that have been suppressed in Run-IVc with the ILC. This consideration, along with the missing
contribution of Rn-induced 214Bi on the cathode in the current model, allows to foresee a good
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Figure 26: E�ciency of the topological two-blob selection as a function of energy, for both ��2⌫
signal MC events (red) and all-background MC events (blue). The peak in the background e�ciency
around 1,600 keV is physical, and due to Tl-208 double-escape (double-electron) events in the
background MC sample.

Figure 27: Event rates (in Hz/keV) as a function of corrected event energy, after inclusive (blue
histogram), fiducial (orange) and topological (green) cuts. Run-IVb data are shown in the left panel,
and nominal background MC expectations are shown in the right panel.

We believe that we are now ready to perform a sensitive ��2⌫ analysis as soon as 136Xe -enriched
operations will start.

As a final remark, and in view of future ��0⌫ searches in NEXT-White and NEXT-100, a
background study in the neighborhood of the 136Xe Q-value at 2,458 keV has also been made.
Figure 28 shows a zoom of the event energy distribution in a 200 keV wide region around Q��,
between 2,358 and 2,558 keV, in both Run-IVb data and nominal MC. Note that in this case the
energy spectra have not been rescaled to unit exposure, that is, converted to even rates. The Run-IVb
data exposure is 27.2 days, while the MC exposure is 5.91 yr, about a 80 times larger exposure.
Thirty-eight events are found in the nominal MC, corresponding to about 0.5 expected events for a
27.2 d data exposure. Monte-Carlo tuning as described in Sec. 5 would bring this estimate to about 1

21

Data-MC comparison of background distributions in the energy region of interest 
for neutrinoless double beta decay searches.

Figure 28: Event energy distribution after all ��2⌫ cuts in a 200 keV wide region around
Q��=2,458 keV, for Run-IVb data (left panel) and nominal MC (right panel).

expected background event. This is to be compared with 3 background events found in Run-IVb data.
All of them are concentrated in the lower-energy part of the 200 keV energy window, as expected
from MC expectations, and all of them are at least 40 keV away from Q�� . To conclude, and given
the limited event statistics, background events in the ��0⌫ energy region of interest appear to be
reasonably well modeled by a background model tuned primarily at lower energies.

7 Conclusions and outlook

Run-IV has been a turning point in the NEXT-White program. From the operational point of view,
we confirm the high stability of the system, which has operated continuously during six months, with
no leaks, very few sparks and high electron lifetime. We have developed a procedure to calibrate the
detector on a day-by-day basis using krypton decays that results in almost intrinsic-resolution for
low energy krypton data and a confirmed resolution of 1% FWHM at Q�� . This is one of the major
goals of NEXT-White.

We have also studied the topological signature, using the data themselves, as well as the Monte
Carlo, obtaining a reasonable agreement between both. This was also a major goal of NEXT-White.

Analysis of the low background data shows that during Run IVa the background rate was 8 mHz.
During Run IVb (radon free air), the rate decreased to 4 mHz and during Run IVc to 2 mHz, a value
quite close to the Monte Carlo expectation for internal background sources. In this report we present
our preliminary characterization of the background measured during this 3 periods, as well as a first
look to the ��0⌫ region. Overall, our level of understanding of the chamber and the background
data appears to be satisfactory. This includes the analysis in the Q�� region.

We plan to extend Run VIc until mid January, and then start Run V, with enriched xenon, the
last goal of the NEXT-White apparatus. We hope to have shown ample proof that we are ready to
move on into the ��2⌫ measurement.
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Figure 1: Field cage design. Left: Front view showing all the layers (From the outside to
the inside: Copper shielding described in section ??, two polyethylene sheets for electrical
insulation, copper rings for field shaping with HDPE support struts, light reflector). Right:
Side view of the FC with the polyethylene insulater visible on the outside in light green
and the light reflector visible in the inside in white.

5. Peripheral Components28

Figure 1 shows the current complete model of the field cage, all subcom-29

ponents, and some peripheral elements. On the left, the outermost layer30

is the copper shield that attenuates the radioactive backgrounds originating31

in the pressure vessel and detector surroundings. Its thickness is optimized32

at 12 cm, with the requirement that the radioactive backgrounds from the33

copper, and all other volumes external to it, be smaller than the internal34

backgrounds (that is, field cage and sensor planes). The thickness corre-35

sponds to ⇠ 4 interaction lengths for 3-MeV gammas, i.e. the high-energy36

gammas penetrating the shield are attenuated by at least 2 orders of mag-37

nitude. However, as the bu↵er volume is easier to change in size than the38

more delicate design of the field cage rings and cathode and other delicate39

functional parts, the copper bu↵er here is increased to X thickness to match40

the outer diameter of the current field cage design.41

Internal to this, in light green, are two layers of quarter inch polyethylene42

which are wrapped inside the internal structure, and will protect against43

sparking which otherwise would occur between the copper rings kept at high44

4

Figure 1: Field cage design. Left: Front view showing all the layers (From the outside to
the inside: Copper shielding described in section ??, two polyethylene sheets for electrical
insulation, copper rings for field shaping with HDPE support struts, light reflector). Right:
Side view of the FC with the polyethylene insulater visible on the outside in light green
and the light reflector visible in the inside in white.
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ponents, and some peripheral elements. On the left, the outermost layer30

is the copper shield that attenuates the radioactive backgrounds originating31

in the pressure vessel and detector surroundings. Its thickness is optimized32

at 12 cm, with the requirement that the radioactive backgrounds from the33

copper, and all other volumes external to it, be smaller than the internal34

backgrounds (that is, field cage and sensor planes). The thickness corre-35

sponds to ⇠ 4 interaction lengths for 3-MeV gammas, i.e. the high-energy36

gammas penetrating the shield are attenuated by at least 2 orders of mag-37

nitude. However, as the bu↵er volume is easier to change in size than the38

more delicate design of the field cage rings and cathode and other delicate39

functional parts, the copper bu↵er here is increased to X thickness to match40

the outer diameter of the current field cage design.41

Internal to this, in light green, are two layers of quarter inch polyethylene42

which are wrapped inside the internal structure, and will protect against43

sparking which otherwise would occur between the copper rings kept at high44

4

Figure 2: Field Cage design
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Figure 16: Left: Cathode sitting in S-hooks from aluminum table with weights hanging
from wires while they stretch. Right: piece of debris found on one of the wires during
inspection which then got replaced.

nifying glass to check for defects/dirt on entirety of wire length. The wire357

was then taken across to hole on opposite side of the frame, feed through the358

hole then tied to .45lb weight through rubber grommet. The weights were359

made from aluminum stock plates with a hole drilled in the corner and rub-360

ber grommets inserted for the wire to go through so that it wouldn’t crimp361

against a rough metal edge. Weights alternate every other wire which side of362

the frame they are hanging from so that weights are distributed all around363

the frame as shown in 16 left.364

A final check is done by eye using light reflections and checking everything365

reflects uniformly across each wire shown in 17. The weights are then hung366

for a week so wire stretching can occur then set screws secured and weights367

cut o↵.368

3.4. Interfaces369

The cathode interfaces to the field cage and to the high voltage feed-370

through. One idea is to have the HV cable come in tangentially to the371

Cathode and through a round metal ”bracket” a�xed to the cathode itself.372

The ”bracket” can have a oval tipped set screw that when tightened makes373

a secure connection with the HV cable.All, we need to work on this.374

21

Figure 21: Calculated deflections of unsupported mesh and a mesh with a single point of
support.

”magic post” support material within the EL region. Comparisons of deflec-514

tion without any support posts, and with a single point support are shown515

in Fig. 26. It is clear that a small number of supports considerably alleviate516

the di�culties in mesh tensioning.517

Because we have opted for a resistive anode, a fully conductive gate mesh518

is admissible. Because of the need to support a significant tension, radiop-519

urity and structural constraints primarily limit our considerations to 304520

stainless steel as the mesh material. The work function of stainless steel is521

8 eV which should be above the photoelectric threshold for 175 nm light,522

even in the high field region of the EL region. We plan to test this in a test523

stand at UTA.524

28

Figure 24: Left: Demonstration of wires spaced close together in x with a few support
wires in y that can be tensioned tighter. Right: Successful prototype of the individual
wired method with wires going both up and down and alternating between a set screw for
rough tensioning and a vented bolt plus ferrule for fine tuning.

Fig. 24 left. Because the holes are bigger than the wires, the wires going602

upwards will have a hole o↵set downwards as shown in Fig. ?? so that with603

the wire sitting at the top of the hole it is still centered in the frame, and604

opposite for the downwards tensioned wires.605

One end of each wire is tied o↵ around a ferrule which sits inside a hollow606

screw that can be turned to adjust the wire tension, wire-by-wire. The other607

end is fixed by a set screw in a similar mechanism to that used in the cathode.608

To provide extra support similar to a mesh, a smaller number of wires would609

be spread out linearly in y. These wires would be able to be tensioned tighter610

than the x wires without deforming the frame which would in turn support611

the x wires and minimize deflection due to electrostatic forces.612

The primary challenge to this approach is the great complexity and likely613

great expense involved in manufacturing the frame, which has thin holes614

drilled linearly through the frame, needing a depth of 8 centimeters at the615

outside edges. Also for the tension to be properly transferred to the wires616

there must be a smooth round directly lined up with the hole for the wire617

to run along as it is pulled up or down. This could possibly be solved by618

making the frame in two halves then securing them together, so long as it is619

secured well enough it does not come apart when weights are being hung.620

Another challenge that would need to be addressed is the thickness of621

the frame. Currently we are looking at 25 mm thick which would be 12.5622

mm into the EL interface region of just the frame itself, not counting the623

additional hardware. This would require a mounting scheme for the anode624

that holds it inside the gate frame but we believe this is solvable.625

32
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NEXT-100 should demonstrate a background rate competitive with 
HPGe detectors: a few counts per ton and year in ROI.  

Ample room for improvement in several areas: 

• Reconstruction algorithms (i.e. better energy resolution and 
topological discrimination). 

• Radiopurity (e.g. get rid of PMTs). 

• Low-diffusion gas mixtures and denser tracking plane to 
improve tracking signature. 

Last but not least: gaseous xenon could make possible a true 
background-free experiment via tagging of the barium decay 
product.

TOWARDS THE TON SCALE
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Tagging of the Ba ion produced in a double beta decay would result in a zero-
background experiment. It has been actively explored in gaseous and liquid 
xenon for 15+ years.

TOWARDS THE TON SCALE: BA TAGGING
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SMFI is a technique from biochemistry with proven single-ion resolution that 
was awarded a Nobel prize in chemistry in 2014. A non-fluorescent molecule 
becomes fluorescent upon chelation with an incident ion.  

Calcium and barium are congeners: many dyes developed for Ca are also 
expected to respond to Ba. Can we use SMFI to identify a single Ba ion in a 
xenon gas volume? 

D.R. Nygren, J. Phys. Conf. Ser. 650 (2015) 012002

SMFI:
• A non-fluorescent molecule becomes fluorescent (or vice versa) upon 

chelation with an incident ion.

44

Not fluorescent Fluorescent

Dye

Receptor

Concept to adapt SMFI for Ba 
tagging: 
D.R. Nygren, J.Phys.Conf.Ser. 
650 (2015) no.1, 012002

Calcium and barium are congeners – many dyes developed for calcium are 
also expected to respond to barium

TOWARDS THE TON SCALE: BA TAGGING
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Strong 
fluorescence from 
Fluo3 and Fluo4 
under chelation 
with 
Ba++ ions à

Ba++ Ca++

Single molecule fluorescence imaging as a 
technique for barium tagging in neutrinoless

double beta decay
Jones, McDonald, Nygren, JINST (2016) 11 

P12011

1

Jones, McDonald, Nygren, JINST 11 (2016) P12011

Strong fluorescence from Fluo3 
and Fluo4 under chelation with  
Ba++ ions.
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Single Ba++ TIRF images from our lab at UTA

50

Å This image shows a 
weak solution of 
barium perchlorate salt 
on our sensor.

Each spot is a single 
barium ion.

Brighter spots are near the 
TIRF surface, dimmer ones 
are deeper in the sample.

In a xenon detector, dye 
deposited as a monolayer 
and only brightest spots at 
constant depth expected.

The image shows a weak solution of barium perchlorate salt on a  
total internal reflection microscope developed at UTA.

Each spot is a single 
barium ion. 

Brighter spots are near the 
microscope surface, 
dimmer ones are deeper in 
the sample. 

In a xenon detector, dye 
would be deposited as a 
monolayer: only brightest 
spots at constant depth 
expected.

TOWARDS THE TON SCALE: BA TAGGING
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First demonstration of single barium  
ion resolution! 

NEXT Collaboration, Phys. Rev. Lett. 120 (2018) 132504

TOWARDS THE TON SCALE: BA TAGGING
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Neutrinoless double beta decay searches are the most promising (likely the 
only) way to establish that neutrinos are Majorana particles. 

The current generation of experiments is exploring the degenerate region of 
neutrino masses. Going forward, double beta decay experiments will 
require exposures well above 103 kg yr and background rates below 10 
counts tonne–1 yr–1. 

NEXT has proven that a GXe TPC can provide both high energy resolution 
and tracking for event identification. NEXT-100 will probably be the most 
sensitive experiment using 136Xe, according to the background rate 
measured in NEXT-White.  

There’s a clear path to improve NEXT towards the ton scale: reach energy 
resolutions close to the intrinsic limit (<0.5% FWHM) and improve the 
rejecting power of the tracking signature. 

R&D on chemical tagging of Ba ions undergoing, with very promising 
results so far.

SUMMARY


