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Introduction
The	g-2	DAQ	system	uses	the	MIDAS	framework

It	consists	of	fast	frontends	(read	out	data	on	every	trigger)	and	periodic	slow	control	frontends
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Clock	and	Controls	System
The	CCC	provides	the	40	MHz	clock	and	the	trigger	to	the	uTCA crates	over	fibre

• 40	MHz	clock	continuously	going	to	all	
uTCA crates	(into	the	AMC13)

• Takes	the	accelerator	trigger	and	
sends	the	programmed	trigger	
sequence	to	all	fast	frontends

• Every	frontend	must	send	back	an	
event

• Different	trigger	types	can	be	responded	to	
differently

• Feedback	system	means	triggers	can	be	
throttled	if	one	frontend	is	not	keeping	up



Clock	and	Controls	System
The	system	can	also	provide	analog	triggers	which	do	not	require	a	response

Triggers	are	used	for	
the	kickers,	quads	
and	laser	systems

• Timings	taken	from	accelerator	
signal	with	programmable	width	
and	delay

• Runs	off	a	450MHz	clock	for	better	
timing	accuracy



Straw	Tracker	DAQ	system
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Straw	Tracker	Readout	Chain
The	straw	tracker	DAQ	has	a	hierarchical	structure	through	the	various	layers	of	electronics

The	straws	are	readout	by	ASDQs :	
• 1	ASDQ	board	for	16	straws
• 8	ASDQ	boards	per	tracker	module

The	data	is	passed	to	the	TDCs :	
• 2	TDCs per	TDC	board
• 1	TDC	per	ASDQ

The	logic	board	
collates	the	data	
from	4	TDCs

(2	LBs per	tracker	
module)

The	data	from	the	logic	board	is	
passed	to	the	FC7 :	

• Reads	data	from	16	logic	
boards
• 1	FC7	per	tracker	station

The	data	from	all	FC7s	
is	passed	to	the	AMC13
and	read	into	the	PC
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Tracker	Frontend	Readout
The	tracker	readout	hardware	consists	of	ASDQs,	TDCs,	Logic	boards,	FC7s	and	an	AMC13

The	ASDQs plug	onto	the	end	of	the	straws	:	
• 8	ASDQs per	manifold	(4	boards)
• Take	care	of	pulse	shaping,	baseline	
restoration	and	discrimination
• Produce	a	digital	output

Straw	Ends

Cooling	bar

Non-readout	
pin	cover

Socket	cover



Tracker	Frontend	Readout
The	flexi	cables	plug	onto	the	ASDQs :	

• Provide	power	and	reference	voltages
• Carry	the	signal	from	the	ASDQs

The	flexi	cables	connect	to	the	
feedthrough board	:	

• Forms	the	gas	seal
• Acts	as	a	backplane	for	the	boards



Tracker	Frontend	Readout
The	data	is	passed	to	the	TDCs :

• 2	TDC	boards	per	manifold	each	with	2,	16	
channel	FPGAs
• Convert	the	digital	signals	from	the	ASDQs

The	TDCs pass	the	data	onto	the	logic	boards	:	
• Buffers	and	sends	out	the	data	from	the	TDCs
• Slow	Control	connection	for	programming	settings	
and	loading	firmware
• Regulates	voltages	from	±5V	Low	voltage	input



Tracker	Backend	Readout
The	data	from	the	logic	board	is	sent	
over	fibre	to	the	FC7	:	

• Takes	16	fibre	inputs	(1	whole	
tracker	station	per	FC7)
• Collects	the	data	from	all	16	Logic	
boards	and	sends	it	out
• Provides	the	clock	to	the	logic	
board

The	FC7	sends	the	data	on	to	the	AMC13	:	
• Forms	the	connection	to	the	PC	via	10Gb	
ethernet
• Data	send	out	over	fibre	to	a	PCIe card	in	
the	PC



Straw	Tracker	Electronics
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Straw	Tracker	DAQ	Frontend
The	straw	tracker	DAQ	has	a	hierarchical	
structure	through	the	various	layers	of	

electronics
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The	ODB
The	Online	database	controls	the	adjustable	parameters	for	the	trackers

Global	settings	
for	each	level	
(applied	to	

every	board	of	
that	type)

Start	of	the	hierarchical	
structure	through	each	board

The	parameters	are	programmed	to	
the	boards	when	the	frontend	is	
started

Includes	any	programmable	parameter	
in	the	FPGAs

The	ODB	is	saved	at	the	end	of	
each	run	for	reference



The	ODB
Custom	pages	can	also	be	created	to	allow	easier	access	to	ODB	variables

The	straw	settings	page	
gives	easy	access	to	the	
most	commonly	used	

variables

The	power	page	has	buttons	to	turn	
the	power	on	and	off	and	contains	
useful	numbers	for	monitoring



Straw	Tracker	LV	and	SC
The	Low	Voltage	and	Slow	Controls	frontend	controls	the	USB	connection	to	the	tracker	and	

records	monitoring	information	– temperatures,	voltages…

• The	monitoring	variables	are	read	about	once	
a	minute	(adjustable	from	the	ODB)

• Temperatures
• Currents
• Voltages
• DAQ	errors

• The	values	are	recorded	in	both	the	ODB and	
in	the	postgres database
• The	frontend	is	independent	of	the	event	
builder
• There	is	a	Slow	Control	Monitoring	page	to	
observe	the	variables
• Alarms	in	MIDAS	are	thrown	based	on	these	
variables
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Slow	Controls	Monitoring	Page
Plots	of	the	slow	control	variables	read	from	the	postgres database	are	displayed	on	a	

webpage	:	g2tracker0.fnal.gov:5000

The	navigation	bar	on	the	left	allows	you	to	
look	at	the	different	tracker	modules

There	are	displays	for	temperatures,	
currents,	voltages	and	DAQ	errors
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High	Voltage	monitoring
The	HV	monitor	displays	the	status	of	the	high	voltage	supply	to	the	tracker	modules.	The	HV	

frontend	throws	an	alarm	in	the	case	of	trips

The	HV	frontend	also	throws	
alarms	if	the	HV	monitor	stops	

running



Data	format
The	data	format	includes	headers	for	each	board	in	the	hierarchy	containing	useful	

information

This	is	what	is	put	in	the	MIDAS	data	bank	which	is	subsequently	passed	to	the	DQM	/	to	the	
offline	and	unpacked



Data	format
This	is	the	format	for	the	Logic	boards	and	TDCs

With	some	padding	for	header	words	the	data	is	essentially	one	32	bit	word	per	hit	in	the	
detector

The	hits	are	stored	as	a	channel	number	and	a	
time	the	rest	is	reconstructed	offline



Data	rates

Bank Data size	per	
event	(Mb)

Data	rate	(Mb/s)

Q-method 6.00 69

Laser	out	of	fill 2.50 29

Laser	crate 0.32 3.7

Kicker	crate 0.53	->	0.50 6	->	5.75

Calo sum 1.54	->	0.40	 17.7	->	5

T0 0.18 2

IBMS 0.39 4.4

Calo headers 0.22 2.5

GPU	fits 1.00 11.5

YS 0.36	->	0.00 4	->	0

Straws 0.075 0.85

Total 11.585 133.7

The	trackers	take	up	a	tiny	proportion	of	the	total	data	rate	from	the	experiment	currently

The	trackers	write	out	0.04%	of	the	data	
we	are	writing	currently

Currently	in	each	fill	there	are	on	average:	

• ~5000	hits
• ~100	reconstructed	tracks



Data	rates
Over	the	next	two	years	the	muon	storage	is	expected	to	increase	by	a	factor	of	~2

Gain Cause

1.20 Installation of	momentum-collimating	
wedges	(cooling)	in	beamline

1.1-1.2 Higher	kicker	voltages

1.1 More reliable	operation	of	electrostatic	
quads	at	higher	voltage

1.05 Installation	of	2	faster-switching	PS	in	
upstream	beamline

1.5 TOTAL	Product	2019

1.4 New	infector

2.1 TOTAL Product	2020

A	linear	increase	with	rate	would	give	a	total	for	
two	tracking	stations	of	about	2	Mb/s



Summary

• The	current	DAQ	uses	the	MIDAS	framework

• The	frontends	use	uTCA crates	with	an	AMC13	for	the	readout

• The	tracker	readout	goes	through	ASDQs,	TDCs,	Logic	boards	and	
FC7s	to	the	AMC13	and	then	on	to	the	PC

• The	current	CCC	system	provides	a	40	MHz	clock	with	
programmable	triggers	(based	off	the	accelerator	signal)

• The	overall	data	rate	is	very	low


