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Purposes

JFY 2012 - 2015
Establishment of a remote data center for acceleration of Belle Il data center

Goal : Acceleration of the speed of the Belle Il data reprocessing
by establishing the remote data center in U.S.A.
to trigger the Belle Il computing activity in U.S.A.
to let the KEK computing resource concentrate on RAW data process

to reduce the risk of data loss in unexpected contingency
to develop human resources for computing and middleware

JFY 2016 - 2018
Automatized Production System for Belle 1]

Goal : Integration of the scalable and automatized production system to the Belle Il experiment

to reduce the burden on expert time and chance of human errors
to control complicated and different types of jobs smoothly and effectively
to deliver physics data to users as soon as data-taking finishes
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Belle Il Distributed Computing Structure
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Automatized Production System
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Different types of production

MC production (w/ or w/o BG)
Skim production
RAW data process

Huge variety of modes

BB, udsc, signal, background
many physics skims

Complicated data management
over world-distributed sites

Reduce human error and
perform effective operation



Research Highlight : One page summary
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JFY 2019 (- 2020) sapan:Kek + us:PNNL Project Applied
Hiding Data Access Times in HEP Distributed Workflow
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MC production jobs

‘Jobs go to Data”
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Jobs access data on local storage

Issue : Inefficient use of compute resources without local storage
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MC production jobs

“Jobs go to Data” —"“Remote Data Access”

Ly enables conribution of compute resources
w/o local GRID storage
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Issue : Time consumed in Remote Accesses
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KEK, BNL, DESY,
GridKA, KISTI, CNAF,
many European sites

~30 sites : ~75%

Cloud sites
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several sites : ~15%
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Belle Il computing sites

Normalized CPU usage by Site
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Remote Data Access

- Download
= copying whole files unnecessarily

= CPU idle during download

existing remote I/O technique
- Direct I/O (e.g. xrootd)/

= chaotic remote accesses can be inefficient
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support from DOE as a part of

v" 1/O optimization with pre-fetching to memor
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Applying TAZeR to Belle Ii

TAZeR
v" Hiding netowkr and 1/O latencies with
- I/O optimization
- Intelligent job scheduling
Belle 1]

v' Efficient use of compute resources without local GRID storage

Proposed project : “Hiding Data Access Times in HEP Distributed Workflow”

To icrease throughput of Belle 1| Monte Carlo simulations
To identify the conditions under which TAZeR improves HEP workflow





