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o SNIPER: Software for Non-collider Physics
ExpeRiments developed by JUNO
Collaboration.

o Offline: extensions of SNiPER and = Flexible execution

aPP|lcat||°f‘bf°r_JUN0- f | ; = Event management in memory
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software and tools. LHAASO and nEXO experiments.

o ELAINA: Event Live Animation with ELAINA is independent of any offline
unlty for Neutrino Analysis, is a software, which makes it convenient to run
visualization method based on Unity on local computers.
engine [7]. ELAINA has great potential to develop more
o ELAINA provides better visual effects powerful functions and applications such as
compared with the traditional ROOT- online monitoring and VR programs.
based event display.

o Key functionalities of framework:
= Dynamically loading packages and
elements

o Muons arriving at JUNO liquid scintillator muon
have mean energy 215 GeV and yield
large amount of photons. The full
simulation with Geant4 is extremely CPU
consuming.
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