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ABSTRACT

The Electronics Systems Engineering Department of the computing Division at the Fermi National Accelerator Laboratory is developing a data acquisition system that is fast, flexible and versatile for operation with pixel detectors. This system is know as CAPTAN (Compact and Programmable daTa Acquisition Nodes). Its architecture is based on an expandable stack of hardware components that enable efficient distribution and some primary processing of the data from the detector’s read out IC systems. The CAPTAN interfaces with a computer via the Universal Datagram Protocol of the Internet Protocol (UDP/IP). This feature allows for fast implementations and opens the CAPTAN to vast range of network possibilities. This paper will describe the creation of firmware to allow a user to execute writes and reads to a shared memory on the CAPTAN’s FPGA via the UDP/ IP.
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INTRODUCTION

High Energy Physics, Fermilab and Detectors

Currently, Fermi National Accelerator Laboratory (Fermilab) is at the centre of high-energy physics. It aims to advance the understanding of the fundamental nature of matter and energy by providing leadership and resources for qualified researchers to conduct basic research at the frontiers of high-energy physics and related disciplines. The lab boasts of the largest proton and anti proton collider in the world (at least until CERN starts operations) and several other particle physics experiments such as MINIBOONE, DZero, CDF, etc. All these experiments have one thing, amongst perhaps several other things, in common. They all have detectors. 

The main purpose of these detectors is to detect and try to monitor the particles that interact with them after a collision and relay information to processors. Particle detectors are normally surrounded by charged particle tracking devices (silicon and fiber), solenoid magnets, calorimeters (em and hadron), and a muon system (toroidal magnet and chambers).  At the core of the detector, there is a silicon pixel detector. 


The Compact Muon Solenoid, (CMS), an example of a detector with a silicon pixel detector contains three layers and three disks on each end-cap, with a total of 1744 modules, each measuring two centimeters by six centimeters. The detecting material is 250 µm thick silicon. Each module contains 16 readout chips and other electronic components. The smallest unit that can be read out is a pixel (each 50 by 400 micrometers); there are roughly 47,000 pixels per module. The minute pixel size is designed for extremely precise tracking very close to the interaction point. In total, the Pixel Detector will have over 80 million readout channels, which is about 50% of the total readout channels; such a large count created a design and engineering challenge. When a new particle passes through a silicon detector, its charge causes an electrical signal to be produced. This signal is amplified and sometimes digitized and passed on to a data acquisition boards that do some more processing. The data is eventually passed on to a computer for processing and interpretation.

Meson Test Beam Facility

Since not all the devices at the lab are manufactured in industry, the lab has to manufacture some of its own devices to be used in its experiments and in experiments all over the world in other high-energy physics labs. This is because the detectors and accelerator used in the lab require some specialized materials and function that industry does not produce. This has caused the lab to be a pioneer in the production of electronics. Some of these parts are data acquisition and silicon pixel detectors. 

When a new silicon strip pixel detector or any other detector is created, testing is required to make sure it functions as it should and to learn the characteristics of the detector in question. This detector is taken to the Meson Test Beam facility. The Meson test beam facility is a test area at the lab where parts for experiments are tested in controlled situations mimicking what they would face if placed in the detector. This is very important to avoid unexpected behavior when parts of devices are in play in a running experiment. 

Diagram of Test Beam Telescope Setup
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Fig. 1

The Test Beam facility employs the use of a beam siphoned from the main accelerator ring when it is running in proton mode. It can also run in pion mode, electron mode and muon mode. In these other modes, these particles instead of protons are shot at a through a telescope set up. This telescope set up has the new detector in between two tested and well known detectors. The trajectory of the beam is determined by noting the points at which it interacts with the two known detectors.  The position of the beam is determined by the x-y coordinates pixel detector gives. As the figure below shows, the silicon strip has several read out chips attached. These read out chips act as pixels. When the silicon experiences a charge at a point resulting from the charged beam running through it, the charge is amplified by the read out chips and passed on to a computer for processing and interpretation. The interpretation gives us the x-y coordinates of the trajectory of the beam. The new detector is checked to see if it confirms the information given by the two known detectors. 

The amplified signals from the read out chips are sent to a data acquisition board.  The primary purpose of this board is to take these signals, convert then to digital if necessary and arrange them into packet to be sent to a computer to be processed and interpreted.

Data Acquisition Boards

Data acquisition is the sampling of the real world to generate data that can be manipulated by a computer. Sometimes abbreviated DAQ or DAS, data acquisition typically involves acquisition of signals and waveforms and processing the signals to obtain desired information. The components of data acquisition systems include appropriate sensors that convert any measurement parameter to an electrical signal, which is acquired by data acquisition hardware.

Acquired data are displayed, analyzed, and stored on a computer. Data acquisition begins with the physical phenomenon or physical property of an object (under investigation) to be measured. The phenomenon we are interested in here is the interaction between the beam and the detectors it is running through in the Meson Test facility.


The transducers on the data acquisition board are used to convert the electrical signals on from the detector. A transducer is a device that converts a physical property or phenomenon into a corresponding measurable electrical signal, such as voltage, current, change in resistance or capacitor values, etc. The ability of a data acquisition system to measure different phenomena depends on the transducers to convert the physical phenomena into signals measurable by the data acquisition hardware.

Signals may be digital (also called logic signals sometimes) or analog depending on the transducer used. DAQ hardware is what usually interfaces between the signal and a computer.

For high-energy experiments, the DAQ boards used need to be versatile, flexible and fast. This is the reason why the Compact and Programmable daTa Acquisition Nodes (CAPTAN) were created. The aim of their development is to have a data acquisition board that is compact, flexible, fast and can do some preliminary processing and has networking capabilities. 

CAPTAN

Hardware

Diagram of CAPTAN Hardware

[image: image3.png]ELECTRONICS
PACK INTER BOARD OPTO
COMMUNICATION

Sommecions s poaso
CONFIGURATION EXAMPLES:
Node Controller Only Node Controller + User Boards

FPGABOARD

TOWER BOARD,

ADC-DAC BOARD
FPGABOARD

1 o p0aRD

ETHERNET

HERN CODEC BOARD

FPGREOARD








Fig. 2

CAPTAN is a system of hex-shaped boards for acquisition regulation and distribution of data collected from a detector. The stack has a controller board that manages other dummy boards along with an Analog-Digital Convertor and a power board. These boards are connector to each other via buses on the face each board. The dummy boards are there to help for a more speedy and efficient distribution and compression of gathered data. Some of the dummy boards also have processors for dual processing. Rotating the next board 90 degrees allows multiple buses to be used at once when stacking. This allows for flexibility and does not let the other parts of the four part hex board to lie idle. 


As seen below, the CAPTAN also boasts of several other features. There are auxiliary connectors that allow you to connect a memory card to store data. An Ethernet card attachment allows you to communicate with the board via Ethernet connection with a computer. As result of this the CAPTAN is open to several networking possibilities.

Picture of CAPTAN

[image: image4.png]Aucxiliary

Connectors CAPTAN Bus

Connectors

Gigabit Ethernet
Board

Stack of three









Fig. 3


It is possible to connect the CAPTAN directly to a global master. You could also connect several CAPTANs to several subnet masters and in the end, to a global master. However, ultimately, the CAPTAN can be communicated with directly through the Internet.


The manner in which the boards are connected play a role in the CAPTAN’s performance. They can be connected horizontally or vertically.

CAPTAN Connection and Network Possibilities
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Fig. 4

Software


The CAPTAN’s main interface is via Universal Data Program Protocol of the Internet Protocol (UDP/IP). The interface will ultimately be accessed through the web. It communicates with advancing read out chip technologies of multiple configurations of board. The program’s main purpose is for the acquisition and process of collected data.
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Fig. 5

Control Board FPGA

On the control board of the CAPTAN is a field-programmable gate array (FPGA). A field-programmable gate array is a semiconductor device containing programmable logic components called "logic blocks", and programmable interconnects. Logic blocks can be programmed to perform the function of basic logic gates such as AND, and XOR, or more complex combinational functions such as decoders or mathematical functions. In most FPGAs, the logic blocks also include memory elements, which may be simple flip-flops or more complete blocks of memory. A hierarchy of programmable interconnects allows logic blocks to be interconnected as needed by the system designer, somewhat like a one-chip programmable breadboard. Logic blocks and interconnects can be programmed by the customer or designer, after the FPGA is manufactured, to implement any logical function—hence the name "field-programmable".


This FPGA on the board controls the functions of the CAPTAN. It has firmware written specifically to execute the CAPTAN’s functions. Firmware is a state machine executed on embedded system. It lies somewhere in between the software and hardware. It has the flexibility of software but the close speed of hardware.


This paper discusses an aspect of the firmware written for the CAPTAN that allows you to read and write data to a shared memory in the FPGA from a computer via the Ethernet connection to it.

METHOD AND TOOLS USED

Active  HDL

In the creation of this firmware, to state-machine creation tool called Aldec Active HDL was used to write state machine in Very Highly Integrated Circuit Hardware Description Language (VHDL). VHDL is a commonly used as a design-entry language for field-programmable gate arrays and application-specific integrated circuits in electronic design automation of digital circuits. 
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Fig. 6


As seen above, VHDL was used to create state –machines. Each of the circles colored green is a process the FPGA executes. It executes all the commands in that process simultaneously unlike most software environments. After a process is completed, the next process is selected if the condition set for it to commence is complete. These conditions are seen in the pink in the screen shots above. Some of these processes are hierarchal in that they have other processes imbibed in them. Concentric circles denote such processes. A sample of the imbibed process is shown below.
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Fig. 7

The diagram below explains what some of the state machine symbols mean.
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Fig. 8


After assembly of a state machine, it is compiled to generate the VHDL file.

Xilinx ISE


Xilinx ISE is a tool by Xilinx - the manufacturers of the FPGA - used to produce firmware to be implied on their FPGA. This tool was used to convert the state machine diagrams in VHDL in to firmware blocks that can be connected as circuits. As seen below, the state machines become blocks with input and outputs just simple to components of a circuit.
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Fig. 9

These blocks are hence connected in the fashion in which they are to be implemented. With each block feeding the next with inputs required for its processes. The diagram below shows how all the firmware blocks created were connected in order to execute the reads and writes to the shared memory on the FPGA.

FIRMWARE

Connected Firmware Blocks
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Fig. 10

This figure above shows the major components used in sending data to a large shared memory in the FPGA. This shared memory is the Random Access Memory (RAM) (at right, in blue). The RAM is a volatile memory block that can be accessed in any order hence the reason why it is referred to as random. Components that make up the receive path are at the bottom of the figure in red while components that make up the transmit path are at the top of the figure in yellow. The Gigabit Ethernet Controller (GEC) (at the left, in green) provides a logical interface between the CAPTAN and the computer. The RAM Controller (in orange) coordinates the reads and the writes to the RAM and drives the RAM control to access the RAM.

Write Command
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Fig. 11
The figure above shows the path of data when a read command is executed.

First, the computer delivers the data from the software to the GEC via the Ethernet. The GEC strips the UDP/IP from the data and presents the data a byte are a time to the Receive Controller (Rx controller). The Rx controller reassembles the paper into an eight (8) byte unit called a quad word. This quad word is sent to the Receive Data FIFO (Rx Data FIFO). FIFO describes the principle of a queue/buffer processing technique or servicing conflicting demands by ordering process by first-come, first-served behavior. The Rx controller then waits for an error signal from the GEC. If after twenty two (22) clock cycles error is not presented, the controller presents the command code and the quad word size to the Receive Info FIFO (Rx Info FIFO). This data is presented as a two (2) byte unit. When the Rx Info FIFO receives this data, it empty flag is dropped. This is recognized RAM controller. The RAM controller reads the command code and the quad word size from the Rx Info FIFO. It goes on the read the first byte of data in the Rx Data FIFO, which is supposed to be the starting RAM address. The RAM controller points to the starting address and writes the rest of the data in the Rx data FIFO into the RAM placing each byte in the next address in increasing order. The completion of this process marks the successful completion of a write command.


In the event of an error signal being sent to the Rx controller, the data in the Rx Data FIFO is dumped and nothing is written to the RAM.

Read Command
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Fig. 12
As seen in the figure above, the read command employs the use of the accesses used in write command. The same process is executed leading up to the RAM. The only difference being in the case of read command the command code is different and the only data in the Rx Data FIFO is the starting address. The RAM Controller uses this to access the point on the RAM at which to start reading data. It increases the address till it reads eight (8) bytes of data forming a quad word.
 The quad word is placed in the Transmit Data FIFO (Tx Data FIFO). The RAM controller then sends the command code along with the length of the quad word to the Transmit Info FIFO (Tx Info FIFO). When the data in the Tx Info FIFO, the FIFO’s empty flag is dropped. Transmit Controller (Tx controller) recognizes that the Tx Info FIFO is on longer empty and retrieves the quad word from the Tx Data FIFO and breaks it down into bytes. It presents the data a byte at a time to the GEC. The GEC wraps the data with UDP/IP and sends the data to the computer via the Ethernet.

RESULTS

Diagram showing signal presented on the GEC
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Chart 1
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Chart 2

CONCLUSION

Task accomplished

The aim of this project was to create firmware to allow reads and writes of data to and from shared memory on the FPGA on the control of the CAPTAN. This task was accomplished and debugging to this process was done to eliminate situation where is lost. This allows the CAPTAN to now receive commands from a computer via an Ethernet connection. It also enables users to receive data from a silicon pixel detector or a memory card that may be connected to the CAPTAN.   
Interpretation of Results

The results represent a debugging technique used to make sure that the information being sent is what is actually being placed in the RAM and being read back. Line 1 of Chart 1 shows a logic analyzer reading of the signal being presented by the GEC to the computer. On that line, we notice the UDP/IP wrapped around the data. Line 2 shows the signal being sent to the GEC from the computer. We notice that the data being presented is very short and is immediately followed by the signals from the GEC to the computer. This indicates that the data sent to it was a read command and the starting address hence the feedback.


Chart 2 shows the software on the computer’s side executing the read command. It shows columns with the data written and the data received. These two columns hold similar data showing that a write and a read were completed successfully without losing any data.


Why this method was used

The pathways to and from the RAM were constructed this way in order to covey a sizable volume of data efficiently and quickly to and from the RAM. The flags were used to ensure that the data is only sent when the “words” have been fully assembled so that no piece is lost. The FIFOs were used to ensure that a sizable amount of data is used on each communication with computer. Two different FIFOs were used to carry the command code and quad word size and the actual data to help throttle the whole process.
Difficulties faced

The main difficulty was faced while trying to find errors and debug the firmware written. This is because the firmware consisted of several blocks and tracking down an error to one block and further to one specific process and even further to a specific task was a daunting task.

Future Work

 
As at now, performance measurements are being made on this process on the CAPTAN. As at the time this report was written, it was clocked at 700 mbits/sec. Enhancement could be made to try and improve on the speed and try to get close to a gigabit/sec.

Also, it would be possible to program firmware onto CPLDs on dummy boards in the stack via the Ethernet. Work could be done to make this possibility and actuality.

Lastly, work could be done on coupling the FPGA to the read out chips on the silicon pixel detector.
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