



We would like see an estimate of the number of hours involved with the DAQ task, even if they are all uncosted

The DAQ task is to specify and procure the storage manager disk system. We estimate that this takes less than 0.25 FTE-year, and is done through the international DAQ project.

For both trigger and DAQ tasks, we would like to see more information about how much effort each institution is contributing.  Ideally names would be attached, but we understand this may not possible at this stage. 

The total costed labor is 30.51 FTE (from CMS-DocDB 13509) and the labor profile is shown below:
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[bookmark: _GoBack]The total contributed labor is 31.69 FTE (from CMS-DocDB 13509)
and the labor profile is shown below
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Actual numbers about the L1 trigger latency budget and preliminary measured values would be good to see

The total latency budget is shown below, together with preliminary latency allocations to different trigger subsystems.  The Correlator trigger consists of two Layers.  The US scope is Layer-1, which is allocated 1.25 microsecond of latency.  The preliminary measured values for the RCT clustering is 72 clocks and the correlator Layer-1 is 125 clocks for PF+PUPPI.  The clock speed was 320 MHz or 3.125 nanoseconds.
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More details about ensuring electrical safety of the custom ATCA boards is needed

We will discuss this in the breakout session with the lead project engineer.


You will have a PPR prior to production for the trigger tasks.  Is this enough of a technical review -- would an earlier technical review be useful?

Prior to CD-2 we will be well along in the design.   This would be a suitable time for such a review, which would be a full year ahead of the CMS ESR (Electronics System Review).  In addition, there are annual technical reviews within CMS and starting in 2020, P2UG reviews will be conducted by the LHCC.


Where are the risk responses documented?

In the Risk Register.  We will show the relevant entries of the Risk Register in the breakout session.

How big will the "Pilot Production" run be?  (# of cards)

3 cards for Calorimeter and 1 for Correlator. Note that there will be 3 pre-production cards for Calorimeter, and 1 for Correlator.

In the probability x cost computations, what are the factors?

This is also in the Risk Register. The probability of most of the risk events are 10% per risk per project and there are two separate projects.

Hadron collider trigger rates are very difficult to predict accurately.  Typically a factor of 2 overhead is built in, but Tran's estimate indicate less -- should we be worried?  Do you have uncertainty estimates on the predicted rates?

The 13 TeV cross sections are well measured.  Further, high pileup data from LHC test runs are already available.  We have allocated 50% contingency in the trigger rate for the L1 Menu (750 kHz maximum allowed rate, whereas the menu was developed for 500 kHz rate).  We feel that adding an additional factor of 2 overhead would be unnecessary. 

We'd like to see a list of milestones that were expected to be achieved in the last year and whether they were met.

These are listed in the Monthly Reports, from which we copy below:

(3/18)  APd1 conceptual design complete:		Milestone completed (3/18)
(7/18)  APd1 full design complete:			Milestone completed (10/18)
(8/18)  Emulated e/g performance:			Milestone completed (8/18)
(10/18) APd1 initial software release:			Milestone completed (02/19)
(10/18) First fully assembled APd1 board:		Milestone completed (02/19)
(10/18) Emulated perf. & eff. for Jets/MET/HT:	Milestone completed (10/18)

We note that we are about 4 months behind on the initial prototype delivery due to advancing some features of the second prototype design and vendor delays.  We have a credible schedule to catch up by the end of 2019, which was presented in the plenary slides.  We will elaborate on this more in the breakout session.

We would like to understand more about the level of design maturity given that there seems to have been a lot of good progress made.

We briefly touched on this in the plenary.  We will be happy to elaborate more in the breakout session.


What experience do you have in reusing firmware components, and is that experience taken into account in your effort estimates?

We are already reusing the core firmware for both the calorimeter and the correlator testing.  The team has significant experience in this respect and this reusing of firmware across the two different projects is included in our firmware labor estimates.  We are making extensive use of HLS (c++) for the algorithm firmware development and that is easily shared.  Further we have common repositories for both the core and algorithm firmware.
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