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So What’s Our Story?
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One thing is clear: if dark matter is particulate it may the most challenging form of 
matter to detect.  We (all) really want to directly measure this stuff, so how does 
SuperCDMS try to do this?
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Dark Matter May Elastically Scatter
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• Elastic scattering on 
nuclei is a possibility 
that allows energy 
deposition of dark 
matter directly into 
the detector

• This is our 
connection to dark 
matter interactions

• We can design 
detector technology 
around this 3



Dark Matter Mass Ranges
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Material: germanium/silicon crystals

DM mass range: 1—10x mass of proton

Readout: ionization and phonons (heat)

Material: liquid xenon

DM mass range: 10—1000x mass of proton

Readout: ionization and scintillation (light)

Very low recoil energy threshold! Very large detector!
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SuperCDMS at Low Mass
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interest to obtain an exclusion curve based on the single
background pseudoexperiment. Exclusion curves for a
large number of such pseudoexperiments are calculated,
and the median 90% C.L. exclusion cross section at each
mass is chosen as the cross-section sensitivity. The result-
ing exclusion sensitivity reach in WIMP-nucleon cross-
section/WIMP mass parameter space is presented in Fig. 8.
Because the optimum interval method sets the limit

based on a single energy interval, it can result in kinks in
the limit curve at a particle mass at which the optimum
transitions from one interval to another. In particular, the
kink in the Si iZIP sensitivity curve in Fig. 8 near a mass of
2 GeV=c2 is due to the transition from a background-free
interval above 2 keV to a background-limited interval.
The optimum interval method is a conservative approach

for calculating a sensitivity limit since it does not imple-
ment background subtraction. With this type of analysis,
the HV detectors will approach these sensitivities within
two years of operation. Due to their background discrimi-
nation capabilities, the iZIP detectors can run for more than
five years without reaching background limitations, thus
achieving better sensitivity at higher masses.

As the design progresses, and background expectations
are better understood, we will update the sensitivities based
on likelihood analyses incorporating background subtrac-
tion, which allow the sensitivity to improve over the
lifetime of the experiment. Background subtraction benefits
from independent knowledge of the background levels
determined through material assay of components and use
of the complementarity of the HV and iZIP detectors’
response to ER and NR events.
Furthermore, in this paper we have assumed a con-

tinuous ionization model. In the future we will incorpo-
rate charge quantization into the sensitivity analysis,
which in conjunction with the excellent detector phonon
resolution should allow ER/NR discrimination in the
HV detectors, leading to a significant improvement in
sensitivity.

VII. DEPENDENCE OF SENSITIVITY
ON INPUT PARAMETERS

In this section, we show the dependence of the exper-
imental sensitivity on some of the less constrained assump-
tions. We studied variations in cosmogenic background
rates and also in ionization yield modeling. Only the HV
studies are presented because the iZIP sensitivity curves
were found to be largely insensitive to changes in back-
ground and ionization yield modeling for WIMP masses
above ∼2 GeV=c2. The iZIP’s insensitivity to the varied
inputs is due to a combination of the excellent ER/NR
discrimination, that result in a sensitivity that is exposure
limited in this mass range, and the low applied bias voltages
that minimize the contribution of Luke-Neganov phonons
to the nuclear recoil signal.

A. Parametric background variations

The effect of varying the background assumptions is
shown in Fig. 9, where the black curves are the nominal
SuperCDMS SNOLAB sensitivities presented in Fig. 8.
For the Ge and Si HV detectors, we vary the 3H background
by increasing the sea-level cosmogenic exposure period
from the nominal value of 60 days to 180 days. This results
in an increase of ∼3 times in the 3H rate. We also consider
the limiting case of no 3H background. These values were
chosen to represent the extremes of the possible 3H
contamination. Tritium is a dominant background for
Ge HV detectors in the nominal scenario, and thus the
sensitivity at higher WIMP masses is affected by the
increase in 3H background. The zero-tritium sensitivity
curve is limited by the next-highest background, predomi-
nantly the Compton ERs from contamination of the
material surrounding the detectors as described in
Sec. III A. The effect of varying 3H in Si is small because
it is a subdominant background to 32Si.
For the Si HV detectors, we vary the dominant 32Si

background level from a factor of 10 higher than nominal to

FIG. 8. Projected exclusion sensitivity for the SuperCDMS
SNOLAB direct detection dark matter experiment. The vertical
axis is the spin-independent WIMP-nucleon cross section under
standard halo assumptions [47], and the horizontal axis is the
WIMP mass, where WIMP is used to mean any low-mass particle
dark matter candidate. The blue dashed curves represent the
expected sensitivities for the Si HVand iZIP detectors and the red
dashed curves the expected sensitivities of the Ge HV and iZIP
detectors. These sensitivity limits are determined using the
optimum interval method [48,49], which does not incorporate
any knowledge of the specific disposition and source of back-
ground events observed during the experimental operation. The
solid lines are the current experimental exclusion limits in the
low-mass region, from the CRESST-II [50], SuperCDMS [4,5]
and LUX [51] experiments. The dotted orange line is the dark
matter discovery limit from Ref. [52], which represents the cross
section at which the interaction rate from dark matter particles
becomes comparable to the solar neutrino coherent elastic
scattering rate.

R. AGNESE et al. PHYSICAL REVIEW D 95, 082002 (2017)

082002-14

SNOLAB Projected Sensitivity (dashed lines) from:
Agnese et al., PRD 95, 08002 (2017)
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Spectrum Biased Toward Low Energy
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• Interested in low mass 

• Use trial cross section to 
find differential recoil 
energy rate (left)

• “Standard” halo 
assumptions are used, 
like a Maxwellian
distribution with some 
escape velocity

figure from:
M. Pepin, PhD thesis, U. Minnesota (2016)
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CHAPTER 3. DIRECT DETECTION OF DARK MATTER 60
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Figure 3.3: Di↵erential WIMP elastic scattering rate for a spin-independent WIMP-
proton cross section �

SI
p = 1⇥ 10�41 cm�2 and di↵erent WIMP masses on a germanium

target (a) and di↵erent targets for a 10 GeV/c2 mass WIMP (b). For (a), the WIMP
masses considered are 2 (solid), 5 (dotted), 10 (dashed-dot), and 50 (dashed) GeV/c2.
For (b), the material targets are germanium (red solid), silicon (orange dotted), and
xenon (green dashed-dot).
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Figure 3.4: Di↵erential WIMP elastic scattering rate for a spin-dependent (proton-
only coupling) WIMP-proton cross section �

SD
p = 1 ⇥ 10�33 cm�2 and di↵erent WIMP

masses on a germanium target (a) and di↵erent targets for a 10 GeV/c2 mass WIMP
(b). For (a), the WIMP masses considered are 2 (solid), 5 (dotted), 10 (dashed-dot),
and 50 (dashed) GeV/c2. For (b), the material targets are germanium (red solid), silicon
(orange dotted), and xenon (green dashed-dot).



SuperCDMS Detectors
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Al
W

Absorber

(Tc ~ 50 – 70 mK)

(Tc = 1.2 K)
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1. The event site is very small (~microns)
2. Charge carries (e-/h+) and primary phonons created 

immediately
3. e-/h+ drift along field lines with no charge multiplication
4. Charges drift through the potential and create phonons along 

the way called “Luke” phonons, proportional to voltage 
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Summing the Phonon Energy
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Rearranging The Energy Equation
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TITLE

Anthony Villano

July 31, 2016

Ep = Er

✓
1 +

eV

✏�
Y (Er)

◆
(1)

1

Yield function Y(Er) is 1 for electron recoils, and nonlinear nuclear recoils

10

Average energy 
required to create a 
single e/h pair



Rearranging The Energy Equation
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Yield function Y(Er) is 1 for electron recoils (ER), and nonlinear nuclear recoils (NR)
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SNOLAB (low Threshold)
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recoils in the range of 2.6–5.1 keVee. The average rate of
the L-shell EC events is estimated by scaling the observed
rate in the open data set by the ratio of the K-shell event
rates in the WIMP-search and open data sets. We use
GEANT4 to simulate the implantation and decay of 222Rn
daughters starting from 214Po as described in Ref. [24].
Background components from 210Pb decay products (betas,
conversion electrons, and x rays), 210Bi betas, and 206Pb
nuclei from 210Po decays are considered, with rates
normalized to the alpha and 206Pb decay products of
210Po under the assumption of secular equilibrium.
The background model is implemented using events

from high-energy WIMP-search sidebands and calibration
data as templates for low-energy backgrounds. Ionization
and phonon pulses are scaled to lower energies, injected
with noise from randomly triggered events throughout the
data, and reconstructed as actual data. Templates for each
background type were taken from different energy intervals
ranging from 10 to 150 keV in recoil energy. 133Ba
calibration data and K-shell EC events are used as
templates for the Compton recoils and L-shell EC events,
respectively. Templates for 210Pb daughters are sampled
from high-energy betas and 206Pb recoils.
Figure 2 shows the individual components of the back-

ground model as a function of the 10 GeV=c2 BDT
discrimination parameter after applying the preselection
criteria. This background model was finalized prior to
unblinding and predicted 6.1þ1.1

−0.8 (statþ syst) events

passing the BDT selection. Simulations of radiogenic
and cosmogenic neutrons, as described in Ref. [22], predict
an additional 0.098" 0.015 (stat) events. These estimates
included only known systematic effects. Because the
accuracy in background modeling required for a full
likelihood analysis is difficult to achieve in a blind analysis
of this type, the decision was made before unblinding to
report an upper limit on the WIMP-nucleon cross section
for this first analysis.
Upon unblinding, 11 candidates were observed, as

indicated in Fig. 3. The events were found to be of high
quality and occurring during good periods of experimental
operation, except for the lowest-energy candidate, which
has an abnormal pulse shape and is suspected to be noise.
As seen in Table I, the observed number of events is
consistent with the background prediction for most detec-
tors. However, the three high-energy events in detector
T5Z3 strongly disagree with the background prediction.
The probability to observe at least this many background
events on this detector is 4 × 10−4. These events are
observed on the only detector in this data set that has an
ionization guard electrode shorted to ground. Although
the background model was developed to account for the
shorted channel, we realized after unblinding that the
altered electric field may have affected the selection of
the background model templates, potentially making the
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FIG. 2 (color online). Top: Stacked histogram showing the
components of the background model passing the preselection
criteria summed over all detectors (neutron backgrounds are
negligible and not included). For comparison, a 10 GeV=c2

WIMP with cross section 6 × 10−42 cm2 is shown on top of the
total background. Events passing preselection criteria are overlaid
(markers with statistical errors). A p-value statistic comparing the
data to background model is 14% for this selection. Bottom:
Difference between the data and the background expectation. Tan
bars indicate the systematic uncertainty (68% C.L.) on the
background estimate. Each component of the background model
was computed prior to unblinding and was not fit or rescaled to
match the data.
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FIG. 3 (color online). Small gray dots are all veto-anticoinci-
dent single-scatter events within the ionization-partition fiducial
volume that pass the data-quality selection criteria. Large
encircled shapes are the 11 candidate events. Overlapping shaded
regions (from light to dark) are the 95% confidence contours
expected for 5, 7, 10, and 15 GeV=c2 WIMPs, after application
of all selection criteria. The three highest-energy events occur on
detector T5Z3, which has a shorted ionization guard. The band of
events above the expected signal contours corresponds to bulk
electron recoils, including the 1.3-keV activation line at a total
phonon energy of ∼3 keV. High-radius events near the detector
sidewalls form the wide band of events with near-zero ionization
energy. For illustrative purposes, the Lindhard nuclear-recoil
energy is provided as an approximate nuclear-recoil energy scale.

PRL 112, 241302 (2014) P HY S I CA L R EV I EW LE T T ER S
week ending
20 JUNE 2014

241302-4

Low-Threshold Band Structure from:
Agnese et al., PRL 112, 241302 (2014)

• In the low-threshold 
mode we have 
excellent ER/NR 
discrimination

• Down to where bands 
overlap we have nearly 
zero-background 
experiment

• This will make the two 
iZIP towers (10 Ge and 
2 Si) livetime limited



The Energy Equation
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For very low threshold measurements with “CDMSlite” we measure phonons 
which (at our high voltages: 10 – 100V) are mostly produced by charge moving 
across the detector potential (Luke phonons)
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Total phonon energy of event

True recoil energy

Total potential traversed by 
e/h pairsAbs. electron charge

Ionization “yield”

Avg. recoil energy per e/h pair

Yield function Y(Er) is 1 for electron recoils, and nonlinear for nuclear recoils
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SNOLAB HV
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in this region draws charge carriers to the sidewall of the
detector, preventing them from traversing the full potential.
This produces a reduced Neganov-Luke amplification and
distorts the energy spectrum.
The radial cut removes more than 90% of these events,

along with a small contribution of low-energy surface
events originating on the detector housing, down to low
energies while maintaining a reasonable fraction of the
exposure for inner events. The few remaining reduced-
energy events contribute to the background at lower energy.
In period 2, a cluster of background events appeared below
∼250 eVee and was located in the outer part of the detector
near one of the connectors. This, together with differences
in the operating conditions between the two periods,
motivated a tighter cut in period 2. The fiducial-volume
cut significantly reduced the background rate compared to
the first CDMSlite run.
The acceptance for the radial fiducial cut was determined

using the 71Ge electron-capture events, which sample a
uniform spatial distribution in the detector. These events
can be divided into three categories: those degraded in
energy, those with full energy that fail the fiducial cut, and
those with full energy that pass the fiducial cut. The fraction
of events in the first category is given by the electric-field
geometry and is energy independent. To measure this
effect, the radius-energy plane was divided into sections
and a likelihood-based Monte Carlo simulation was applied
to each section independently to determine the contribution
of two components: a time-independent background and a

contribution from the 71Ge activation lines exponentially
decaying in time. The known ratio of L- to K-capture rates
was used to separate the L- and K-capture contributions.
The fraction of events with a full Neganov-Luke phonon
signal was determined to be ∼86%.
Next, the fraction of events with the full phonon signal

removed by the radial cut was computed at the capture-
peak locations as the number of events passing the cut
criterion divided by all peak events after background
subtraction. The background in the inner part of the
detector is negligible compared to the peak rate; in the
outer part the background was calculated from the observed
event rates above and below the peak. To measure the
efficiency at lower energies, a pulse-simulation method was
implemented. All events from the L-capture peak (chosen
to avoid observed signal saturation in the outer phonon
channel above ∼2 keVee) were used to generate nearly
noise-free pulses using the extracted composition of the fast
and slow templates. These noise-free pulses were then
scaled to the desired energy before adding measured noise.
This sample of artificial raw events was analyzed in the
same manner as the real raw data. The efficiency was
measured using the fraction of artificial events passing the
radial cut, taking into account the background contribution
in the original event sample. The combined fiducial-volume
efficiency was calculated to be ∼50% with a mild energy
dependence as shown in Fig. 1.
The final spectrum after application of all selection

criteria and correcting for all efficiencies (except the trigger
efficiency) is shown in Fig. 3. The main features are the
71Ge electron-capture peaks at 10.37, 1.30, and 0.16 keV.
Hints of other peaks can be seen on top of a smooth
background from Compton scattering of higher-energy γ

FIG. 2. Radial parameter as a function of energy for the first
(top) and second (bottom) periods. The dashed lines indicate the
radial cut. The densely populated band at larger values corre-
sponds to events near the edge of the detector. The vertical
clusters are the 71Ge capture peaks. The clear separation between
outer and inner events decreases at high energy due to signal
saturation in the outer phonon channel. The slight downward shift
in the distribution after the maintenance period (caused by a small
change in the operating point of the phonon sensors) together
with the appearance of an unexplained localized background
below ∼250 eVee near the edge of the detector motivated a tighter
radial cut in period 2.

FIG. 3. Spectrum of events passing all selection criteria,
corrected for all efficiencies except the trigger efficiency. Dashed
lines indicate the prominent features of the 71Ge electron-capture
decay with peaks at 10.37 keV (K shell), 1.30 keV (L shell), and
0.16 keV (M shell). Inset: enlargement of the lowest energies that
determine the low-mass WIMP sensitivity, including the L- and
M-shell activation peaks. Solid vertical lines show the 50%
trigger-efficiency points for the two periods.

PRL 116, 071301 (2016) P HY S I CA L R EV I EW LE T T ER S
week ending

19 FEBRUARY 2016

071301-4

HV-type Spectrum from:
Agnese et al., PRL 116, 071301 (2016)

• In the HV mode we 
have no ”Yield” 
measurement

• We do have 
astonishingly low 
threshold (< 80 eVnr at 
SNOLAB)

• This will make the two 
HV towers (8 Ge and 4 
Si) background limited



SNOLAB Bulk “ER” Backgrounds
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8 R. Agnese et al. / Astroparticle Physics 104 (2019) 1–12 

Fig. 8. Maximum likelihood fit to the CDMSlite Run 2 spectrum. The L- and M-shell 
peaks are not labeled, but occur in the same order as the K-shell peaks. 

F (Z, T e ) = 2 πη
1 − e −2 πη

, (4) 
where η = αZ c v with the fine structure constant α, and v is the 
electron velocity. This spectrum is convolved with the energy- 
dependent resolution function. 
3.2.3. Compton background component 

The spectral shape of the Compton model is simulated with 
G eant 4 based on the Monash model [73,74] . The Monash model 
takes into account changes to the gamma-ray scattering rate that 
occur at small scattering angles where the energy transfer is of or- 
der of the atomic binding energies. Steps at the germanium K-, L-, 
and M-shell binding energies appear as fewer and fewer electrons 
are available for the scattering process, as shown in Fig. 8 . 
3.2.4. Likelihood fit results 

The results of the likelihood fit are shown in Fig. 8 . The uncer- 
tainty on each fit parameter is determined from its likelihood dis- 
tribution by varying the value of the parameter over a wide range 
about the best-fit value, calculating the likelihood at each value. 
The uncertainties are then extracted from the resulting likelihood 
distribution. Similarly, we also calculated the 2-dimensional corre- 
lations. The two examples with the strongest correlation (tritium 
vs. Compton and tritium vs. Ge) are shown in Fig. 9 , indicating that 
the uncertainties on the other components only have a small effect 
on the tritium result. The fit results are summarized in Table 4 . All 
values refer to the number of events contributed by the respective 
component to the measured spectrum. 

Other Ge-based rare event searches have identified additional 
isotopes such as 49 V, 54 Mn, 56 Co, 57 Co, 58 Co, 60 Co, 63 Ni, and 67 Ga 
[30,32,34,35,39–41,43,44] . Thus, the fit includes not only those iso- 
topes for which there is clear evidence in the CDMSlite data, but 
also three additional isotopes: 49 V, 54 Mn, and 57 Co. All three have 
half lives within the relevant range. The fit values for these iso- 
topes (also included in Table 4 ) are compatible with zero. The re- 
maining isotopes are neglected: 56 Co and 58 Co have half-lives that 
are too short and, in addition, would not be distinguishable from 
57 Co; the same argument applies for 67 Ga (indistinguishable from 
68 Ga and having too short of a half-life). 60 Co and 63 Ni are β−

emitters ( 63 Ni with a half-life of 101.2 y, therefore not included 
in Table 1 ) with Q-values well above our energy region of inter- 
est, thus contributing an almost flat component that absorbed in 
the Compton component. Section 3.3 further motivates neglecting 
these beta emitters. As mentioned in Section 1.2 , 22 Na and 44 Ti 

Fig. 9. Correlation between the event counts of tritium and Ge (top), and those of 
tritium and Compton (bottom). Contours are drawn at the 95 th (outer, light), 90 th 
(middle, dashed), and 68 th (inner, dark) percentiles. The best-fit values are indicated 
( × ). 

Table 4  
Number of events that each component contributes to the measured CDMSlite 
spectrum with 70.10 kg-days of exposure [26] , as determined by the maximum 
likelihood fit. The lower limit (LL) and the upper limit (UL) are given for each 
confidence level (CL). For the isotopes in the last three rows, there is no evi- 
dence for their presence, which is clear from the negative lower bounds on their 
confidence intervals. 

Component Uncertainty Range 
# Events 95% CL 90% CL 68% CL 

LL UL LL UL LL UL 
68, 71 Ge 1932 1893 1967 1899 1962 1912 1949 
68 Ga 7.2 0.9 18.0 1.8 16.1 3.9 12.6 
65 Zn 21.5 11.9 35.1 13.4 32.8 16.6 28.3 
55 Fe 11.5 3.8 23.6 5.0 21.6 7.7 17.7 
3 H 270 222 318 230 310 245 294 
Compton 131 95 175 101 168 113 153 
58, 57, 56 Co 2.0 -2.7 11.2 -2.0 9.6 -0.3 6.7 
54 Mn 0.4 -3.7 9.2 -3.1 7.7 -1.7 4.9 
49 V 2.2 -2.2 10.7 - 1.5 9.2 0.2 6.5 
Sum 2378 

Table 5  
Production rates and 1 σ uncertainties for different isotopes 
in natural germanium at sea level. The second number for 
3 H (in parenthesis) is deduced from the fit that neglects 
contributions from Compton scattering, giving a very con- 
servative upper limit for the 3 H production rate. The two 
values for 68 Ge make the two extreme assumptions that the 
concentration of this isotope during crystal pulling was ei- 
ther zero or in equilibrium (saturated). 

Isotope Cosmogenic Production Rate [atoms/(kg · d)] 
Calculation Measurement Comment 

3 H 95 74 ± 9 best fit 
(97 ± 10) no Compton 

55 Fe 5.6 1.5 ± 0.7 
65 Zn 51 17 ± 5 
68 Ge 49 30 ± 18 0 initial 

27 ± 17 saturated 

Background analysis from:
Agnese et al., Astropart. Phys. 104, pp 1--12 (2019)

• In the HV mode since 
we have no “Yield” 
backgrounds are super 
important

• For Ge, the 3H 
background is most 
concerning because it 
is in the bulk of the 
detector and pretty 
spread out in energy

• For Si, we have 32Si 
background (not 
shown)



Electron Recoil DM
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Electron Recoil Limits from:
Agnese et al., PRL 121, 051301 (2018)

production model that is consistent with experimental
measurements [41–43] and has the following mean neh :

hnehðEγÞi ¼

8
>><

>>:

0 Eγ < Egap;

1 Egap < Eγ < ϵeh;

Eγ=ϵeh ϵeh < Eγ;

ð2Þ

where Egap ¼ 1.12 eV and ϵeh ¼ 3.8 eV [22]. The prob-
ability distributions in the first two cases are delta func-
tions. In the third case, we generated discrete distributions
with an arbitrary Fano factor F by interpolating between
binomial distributions with the same hnehi but different
integer number of trials. For the sensitivities shown, we use
the measured high energy F of 0.155 [44]. We also vary the
F used in the ionization model from its lowest mathemati-
cally possible value to 1 to estimate our sensitivity to
the unmeasured ionization distribution width at low
energies. Finally, we convolved the predicted e−hþ pair
spectrum with the experimental resolution of 0.1 e−hþ

pairs. An example of a dark photon signal (mV ¼ 9.4 eV,
εeff ¼ 5 × 10−13) with this ionization model applied is
superimposed on the measured spectrum in Fig. 3.
The signal induced by ERDM was calculated according

to the formalism in Ref. [12], in which scattering rates
accounting for band structure in Si are tabulated for signal
modeling. The differential scattering rate is given by the
function

dR
d lnER

¼ Vdet
ρDM
mDM

ρSi
2mSi

σ̄eα
m2

e

μ2DM
IcrystalðEe;FDMÞ; ð3Þ

where σ̄eα encodes the effective DM-SM coupling, FDM is
the momentum transfer (q) dependent DM form factor, μDM
is the reduced mass of the DM-electron system, and Icrystal
is the scattering integral over phase space in the crystal
(as defined in Ref. [12]). We integrated this differential
spectrum with Eq. (2) to get the expected quantized
spectrum, applying the same energy resolution smearing
as for the dark photon signal.
We determined 90% upper confidence limits from our

data without background subtraction using the optimum
interval method [45,46], with the modification that we
removed regions of the data > 2σ from the quantization
peaks. Given that both of the DM candidates studied in this
Letter produced quantized signals, this ensured that the
optimum interval method considered only the data likely to
resemble the signals studied. Figure 4 shows the optimum
interval limits for dark photon absorption and ERDM
coupling via light and heavy mediators. The salmon-
colored band around the exclusion limit represents the
sensitivity to details of the photoelectric cross section
(below 3 eV, visible for dark photons only) and the choice
of Fano factor.

Discussion.—Even with this conservative analysis, DM
parameter space in the mass range of 0.5–5 MeV=c2, that
was consistent with previously known experimental and
observational bounds, has been excluded. While the
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hnehðEγÞi ¼

8
>><

>>:

0 Eγ < Egap;

1 Egap < Eγ < ϵeh;

Eγ=ϵeh ϵeh < Eγ;

ð2Þ
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σ̄eα
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μ2DM
IcrystalðEe;FDMÞ; ð3Þ
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Axio-electric: a + Z à e- + Z+

Electron elastic: e- + cà e- + c

Z: neutral atomic state
c: light dark matter particle



So, What Did We Learn?
• We want to explore new mass space for dark matter à

low threshold detectors
• At the ultimate ionization resolution, making sense of 

the spectra is challenging too, because we’re not 
measuring energy! à study the microphysics for low-
energy recoils!

• SuperCDMS SNOLAB will use the best of our 
technologyà intermediate and low mass reach

• Learning about the new particle mechanisms 
combined with the SNOLAB instrument will yield an 
incredible opportunity for growth of dark-matter 
direct-detection!
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Appendix: Traditional CDMS Yield 
Variable
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Measuring the Yield: Traditional CDMS
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TITLE

Anthony Villano

October 11, 2017

Ep = Er

✓
1 +

eV

✏�
Y (Er)

◆
(1)

Ep = Er + eV Nq (2)

Nq / Er (for electron recoils) (3)

Ep = Er +
eV

✏�
Y (Er)Er (4)

Ep = Er +
eV

✏�
Eq (5)

Y =
Ep

Ep � eV
✏�
Eq

(6)

1

• Want to lower 
threshold by increasing 
V, can do that but:

• Electron and Nuclear 
Bands will overlap and 
make this style 
impossible because of 
charge resolution
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Appendix: Yield Measurements
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What if Y(Er) Sharply Decreases?
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Ge K-shell line (10.36 keV)71Ge/68

Electron recoil 
calibration standards

Here is where a 10.0 keV
nuclear recoil would show 
up 

Here is where a 1.0 
keV nuclear recoil 
would show up 

Our calibration 
standards are mostly 
electron recoil, but dark 
matter may produce 
mostly nuclear recoils, 
which behave very 
differently: the yield is 
dramatically lower
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Yield Model and Measurements
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94

Figure 7.17: Summary of the current state of systematic uncertainties associated with semi-
empirical models and measurements of ionization yield vs recoil energy for nuclear recoils in
Ge. The primary “model” is that of Barker and Mei (66), as the figure was created for that
paper. The dotted line represents the model of Collar et al. (67; 68). Measured data points
and their error estimates are shown for several experiments (65; 70; 71; 72; 73; 74; 75; 76; 77),
at varying levels of agreement with the models. These data come from detectors with a
wide range of operating conditions (eg. temperature, voltage bias). The Lindhard form is
shown in dashed lines for several values of the semi-empirical k parameter, including some
extreme cases and the best-fit value of k = 0.159. These CDMS data are derived in Sec. 7.4.

Figure and model from:
Barker, D. et al., Astroparticle Physics 48, 8 (2013)

Most relevant low-energy data from:
Jones et al., PRA 11, 1347 (1975)

• In fact the ionization 
yield in germanium has 
been measured and 
modeled (left)

• Nuclear recoils produce 
less ionization than 
electron recoils of the 
same energy

• N of charges Modeled 
as Poisson 
Distributed—only the 
average is measured
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Yield Model and Measurements
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94

Figure 7.17: Summary of the current state of systematic uncertainties associated with semi-
empirical models and measurements of ionization yield vs recoil energy for nuclear recoils in
Ge. The primary “model” is that of Barker and Mei (66), as the figure was created for that
paper. The dotted line represents the model of Collar et al. (67; 68). Measured data points
and their error estimates are shown for several experiments (65; 70; 71; 72; 73; 74; 75; 76; 77),
at varying levels of agreement with the models. These data come from detectors with a
wide range of operating conditions (eg. temperature, voltage bias). The Lindhard form is
shown in dashed lines for several values of the semi-empirical k parameter, including some
extreme cases and the best-fit value of k = 0.159. These CDMS data are derived in Sec. 7.4.

Figure and model from:
Barker, D. et al., Astroparticle Physics 48, 8 (2013)

Most relevant low-energy data from:
Jones et al., PRA 11, 1347 (1975)

Poorly measured in the region 
most relevant for low-mass 
dark matter searches!
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Energy Scale Impact
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CDMSlite run 2:
Agnese et al, PRL 116, 071301 (2016)

CDMSlite (HV) running pushes to 
incredibly low thresholds (60 eVee at 
Soudan)  :
• Best CDMSlite limit 

shown at right (black 
curve, 90% C.L.)

• The red band quantifies 
the dominant systematic, 
NR yield uncertainty

• This uncertainty also 
affects expected 
background calculations
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Expected Results (Si)

June 10th 2019

• The amount of charge 
produced in semiconductors 
is a non-linear function of 
recoil energy

• In silicon, some of the 
energy range is well-
measured

• Below 700 eV 
measurements are  so far 
absent and difficult to make 

New Perspectives 2019

Figure from:
Chavarria, A.E. et al., PRD 94, 082007 (2016)

Silicon neutron capture 
calibrations can measure 
this energy range well

Expected 
points from 
the two 
highest-
energy peaks
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WIMPs and Nuclear Recoils
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Light WIMPs à very low energy thresholds
because particles lighter (or heavier!) than the target nuclei 

have inefficient energy transfers

Very low energy thresholds à Luke amplification
because we then control an extra gain factor for the phonon 

signal directly proportional to the voltage bias across the detector

Luke amplification à CDMSlite (see publications)
In our “CDMSlite” mode the detectors are configured to give 

the largest amplification of the phonon signals, so we can easily 
see recoils down to 100’s of eVee (eV electron equivalent) 
energies

WIMPs (Weakly Interacting Massive Particles; a kind of dark 
matter) are generally assumed to interact dominantly with nuclei; 
some recent trends are challenging this (considering either low-
mass WIMPs or very low energy thresholds)

For 
semiconductor 
detectors!

For CDMS 
detectors!
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A First Course: SuperCDMS
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Akerib et al., PRD 82, 122004 (2010)
great introduction to detector technology and analysis 

techniques of classic (CDMS) ZIP detectors

Agnese et al., Appl. Phys. Lett. 103, 164105 (2013)
an overview of the more modern (SuperCDMS) iZIP detector 

and description of its surface-event rejection capability in standard 
voltage mode

Agnese et al., PRL 112, 241302 (2014)
a first science run in our high-voltage (CDMSlite) running 

mode

Agnese et al., PRL 116, 071301 (2016)
extended science reach and improved analysis for the 

CDMSlite running mode; this displays our best phonon energy 
resolution and threshold to date and has sparked a lot of activity 
in the “Low Recoil Energy Frontier”
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