


Outline

What is scientific computing?
- How do we use computers to produce science from our detectors

What is the hardware we need to accomplish this?
- CPU
- Storage
* Network

What is the software we need to accomplish this?
* Reconstruction
- Simulation
* Analysis

What is the future of scientific computing in HEP?
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What is scientific computing”?

Computational science

From Wikipediertire-fre wvicie e
‘ Not to be confused with computer science. >
Computat ence (also scientific coinputlng or scientific computation (SC)) is a rapidly growing multidisciplinary field that uses advanced computing capabilities to

understand and solve complex problems. It is an area of science which spans many disciplines, but at its core it involves the development of models and simulations to

understand natural systems.
« Algorithms (numerical and non-numerical): mathematical models, computational models, and computer simulations developed to solve science (e.g., biological, physical,

and social), engineering, and humanities problems
« Computer and information science that develops and optimizes the advanced system hardware, software, networking, and data management components needed to solve

computationally demanding problems
« The computing infrastructure that supports both the science and engineering problem solving and the developmental computer and information science

In practical use, it is typically the application of computer simulation and other forms of computation from numerical analysis and theoretical computer science to solve
problems in various scientific disciplines. The field is different from theory and laboratory experiment which are the traditional forms of science and engineering. The scientific
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What is scientific computing®?

Computational science
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Scientific Computing in HEP: Getting from here...

Undergraduate lecture series, July 2019 4 A. Hall



...to here

" Michel Electron Reconstructed Energy Spectrum
S 20! | { DATA |
o H W Simulation
E
q Ufﬁ{#

,~,8 sl J - Tfﬂ MicroBooNE
E Dﬂ ¥ statistical errors only
R

s I ;

;

3 {E

® o5l 8l #3

t +

B | b

g |k .

5 f g .

[v] | te lT.?i |

2 0.0l e

0 10 20

30 40 50 60 70 80

reconstructed energy [MeV]

CcMVS Vs=7TeV,L=51fb" {s=8TeV,L=53fb"
> :I | I I I | I I I>| -I' 1 'Il ! 'I‘ II 'I' |' ]I' I‘ 'I l__
8 16:— ¢ Data 86;— K,>05 E
o [ Bz o 5F ]
~ u-0Ozvzz - s ]
ﬂ B |:| mH=1 25 GeV E 3 — ® 7]
c 121 S ,E .
o B L <f ]
> o i 1F (1} [ 3N ) ] [ 3K ] ]
Ll 10— : _ ]
C ] 0 120 140 160 ]
- olo
— ¢
B _[.
L L 1 I ] .
80 100 120 140 160 180
m,, (GeV)

Undergraduate lecture series, July 2019

POT

u* per

0.8

0.6

0.2

|l Ll ] T

l — —
- Normal Hierarchy 90% CL

- — NOVA  — - MINOS+ 2018
30 ---- T2K 2018 ... IceCube 2019
. .- SK 2018

ettt

I Ll T

NOVA Preliminary

T

Momentum, p (GeV/c)

2.0f— e Best fit —
1 1 I 1 1 | I 1 | I 1 1
0.4 0.5 0.6
. 2
sSin“6,,

1 2 X10-7 ] ] ] ] 1

nl ]

®©

04+ -

0 1 1 | | :

295 3 3.05 3.1 3.15 3.2

3.25

N O~

A. Hall



The process
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The process
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The process

a )
Reduced
data

\_ v
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The process
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Scientific Computing at Fermilab

- The computational effort (hardware, software) Wotld’s server:
required to turn detector bits into scientific SR 4)
results .

- At Fermilab, the Scientific Computing
Division supports this

 This is what I’ll be focusing on
A lot of critical computing is not part of this

- Email, web, productivity tools, and associated [~
infrastructure

- At Fermilab, the Core Computing Division
supports this

* Quantum computing will not be covered
- See Adam Lyon’s lecture on 8/8

- Some caveats
* This is, at best, a 10,000’ view

- | am a CMS physicist, so | will be emphasizing
what | know best

CMS physicist — ik |
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CPU
 Reconstruction and simulation of events

are biggest CPU drivers

« Such computing is “embarrassingly
parallel”

* Processing one event is completely
independent of processing any other

* Relatively short processing times but
many events and growing complexity

- CMS - typical collider experiment
- ~30 s/event (~30x more in a decade!)
 ~Dbillions events (simulated+collision)/

month
* MicroBooNE - liquid Argon (LAr) neutrino
experiment
- ~1-2 min/event |
- ~million events (simulated+beam)/month : 5 BOO\M‘J;/‘
- 1 event in DUNE will have ~50x more A L TS (D
channels (!)

Undergraduate lecture series, July 2019 9 A. Hall



Divide and conguer

oF - Memory Controller

- CPU: Central Processing Unit typically refers to the
whole chip

« Most modern CPUs contain between 2 and 16
iIndividual cores

- Each core can process one instruction at a time

- Use one computer?
30s/¥ cores*1lB evenls V120 years

Undergraduate lecture series, July 2019 10 A. Hall



Divide and conguer

- CPU: Central Processing Unit typically refers to the
whole chip

« Most modern CPUs contain between 2 and 16
iIndividual cores

- Each core can process one instruction at a time
- Use one computer?
30s/¥% coresxlB evenks V120 years
« Use your friends’ computers as well

* To get 1B events in one month, we require 1,440
8-core computers

| don’t have that many friends

* Your software and data would need to get to
each of those computers

* You'd need to collect output from each
- And you’d need user accounts on all of them
« Solution: get from one computer to many

About

Timeline »

Undergraduate lecture series, July 2019 10 A. Hall



Divide and conqguer: batch systems

- Batch systems allow just that

- Single entry point manages a work queue -
(for many users) , ?“ .
- Jobs are directed to any available slot tﬁ

- Output from each job handled in the same
way

- Batch system can handle user authentication
on each individual computer

« A form of high-throughput computing (HTC)

-

Some batch systems at Fermilab:
Fermigrid (~20k CPU cores)

Batch system

e

US CMS Tier1 (~20k CPU cores) 305/20,000 cores*1B events V17 days

CMS LPC (~5k CPU cores)

Undergraduate lecture series, July 2019 11



Divide and conquer: the Grid

« Even better yet, have many batch systems
accessible from one point: a computing grid

- Can incorporate grid sites (batch systems)
from universities and labs across the world
iInto one grid

* Distributed high-throughput computing
(DHTC)

* Analogy: utility grids

Undergraduate lecture series, July 2019 12 A. Hall



Divide and conquer: the Grid

* Even better yet, have many batch systems
accessible from one point: a computing grid

- Can incorporate grid sites (batch systems)
from universities and labs across the world
iInto one grid

* Distributed high-throughput computing
(DHTC)

* Analogy: utility grids

* Problem: user account commonality

- Solution: grid certificates and Virtual
Organization (VO) trust model

- A certificate is an encrypted “signature”
that verifies you belong to an organization
(e.g., a collaboration like NOVA)

« Each site decides which VOs to trust

Undergraduate lecture series, July 2019 12 A. Hall



Overlapping grids

o Delivering the Power of High Throughput Computing

400,000,000 —mM8M8MmMm ™ ———

What is Open SCience Grid? — Quarterly Wall Hours — XX 350,000000—M8MMMMMMMM

The OSG is a national, distributed computing grid - 300,000,000—M
designed to meet the needs of research and - e o50000000———
academic communities at all scales. In addition to 200,000,000
providing governance and a common dependable
. o —— 150,000,000 ——7—M8 X
infrastructure, the OSG distributes proven ! ' H l ! ' l
g ; —100,000,000———88 — — a m B B M —

software solutions, offers support and consulting
services, facilitates computer resource sharing,
and organizes educational events.

The OSG comprises over 50 research
communities, 120 sites, and more than
100,000 compute cores distributed
across the country. Opportunistic use
accounts for approximately 20% of the
more than 100 million monthly wall
hours delivered by the OSG.

Undergraduate lecture series, July 2019 13 A. Hall



Overlapping grids

CMS Global Computing Grid

70+ sites, 200k+ CPU cores

A. Hall
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High Performance Computing

« Much scientific computing outside of
experimental HEP is not “embarrassingly
parallel”

- Better platform: High Performance
Computing (HPC)

- Batch systems where individual
computers are interconnected via
high-speed links

- Large HPC systems are often called
“supercomputers” velocity Magnituds

 Fermilab has 5 HPC clusters 1733848 |
« Total of 18.5k CPU cores

- Used for Lattice QCD calculations,
accelerator modeling, and large-scale
astrophysical simulations

Undergraduate lecture series, July 2019 14 A. Hall



Storage: understanding units

» Single Binary Digit (1 or 0)

» 8 bits

D BYTE D 0 BYTES
One character One word

KILOBYTE (kB) »1.000 bytes

O Short paragraph D Typewritten page

Low-resolution
photograph

https://datascience .berkeley.edu/big-data-infographic/

Undergraduate lecture series, July 2019 15 A. Hall


https://datascience.berkeley.edu/big-data-infographic/

MEGABYTE (MB) > 1.000 Kitobytes
=8 | MEGABYTE= 2 MEGABYTES=
E = Short novel High-resolution

|'=:I

photograph

0 MEGABYTES:=
Complete works
of Shakespeare

00 MEGABYTES= ‘ 700 MEGABYTES=
Two encyclopedia CD-ROM

volumes

GIGABYTE (GB) »1.000 Megabytes

| GIGABYTE: 4.7 GIGABYTES:-

- 7 minutes of HD-TV Size of a standard
Video DVD-R

20 GIGABYTES= 100 GIGABYTES=

Audio set of the ./ Library floor of

works of Beethoven academic journals

|0 MEGABYTES=
Digital chest X-ray

e




Storage: understanding units

TERABYTE (TB) » 1,000 Gigabytes

| TERABY k- . |0 TERABYTES=
50,000 trees made M Printed collection of
into paper and i l __the U.S. Library of
printed Congress

PETABYTE (PB) » 1,000 Terabytes

= |
E 20 million four-drawer filing cabinets filled with text

| 0 PETABYTES
All 10 billion photos Oc> Daily amount of data
on Facebook O processed by Google

| Entire written works of mankind, from the beginning

of recorded history, in all languages

Undergraduate
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Storage: understanding units
TERABYTE (TB) »1.000 Gigabytes

printed

L,Loxb

% yvéﬂ\“
& o
\"Q-
> P %_{O\ S%:Q
TSR Iy I
ottt =3 20 million four-drawer filing cabinets filled with text
D All 10 billion photos % Daily amount of data
on Facebook processed by Google

I Entire written works of mankind, from the beginning
of recorded history, in all languages
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Storage: tape

Undergraduate lecture series, July 2019

Primary storage medium for scientific data at

Fermilab: magnetic tape

Still the most efficient way to store petabytes

of data if:

 Not all of it is accessed at the same time

» Access patterns are fairly linear

- Sufficient disk for staging

Fermilab has seven robotic tape libraries
 Each library can hold 10,000 tapes
Current tapes hold ~10TB of data each

167.58 Active Petabytes On Tape 7/1/2019

10.0
10.5

v

83.9

-

63.1

wDO

w CDF
CMS

i Public
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Storage: disk

- ~45PB of disk (hard drive) storage
- Most used as staging area from tape
 Disks are organized into pools

- Software allows collections of pools to appear to
a user as a single storage device

* Fermilab uses a system called “dCache”

* In a typical week, data throughput in the
-ermilab dCache pools average 30GB/s

Harddrive

Diskpool

Storage
System

Undergraduate lecture series, July 2019 20 A. Hall



Federating data

CMS distributes data as well as CPU
across grid sites
« “Tier-0” is CERN

 “Tier-1” sites in 7 countries

- “Tier-2” sites at universities and labs
Allows distribution of data copies across

Scientific

sites atwesn al
l T1 and T2 sites
- Data placement across sites can be o
automated Dodicatod

Private
Network

between TO and
e all T1 sites
@ LHCOPN

Redirection services (xrootd) allow for
automatic retrieval (streaming) of files

 The user does not need to know the
exact location of the file

Undergraduate lecture series, July 2019 21 A. Hall



Federating data

« CMS distributes data as well as CPU
across grid sites

» “Tier-0” is CERN

 “Tier-1” sites in 7 countries

- “Tier-2” sites at universities and labs
- Allows distribution of data copies across

. Scientific
sites
I T1 and T2 sites
- Data placement across sites can be o
automated Dodicatod

Private
Network

between TO and
e all T1 sites
@ LHCOPN

- Redirection services (xrootd) allow for
automatic retrieval (streaming) of files

 The user does not need to know the
exact location of the file

xrootd
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Federating data

« CMS distributes data as well as CPU
across grid sites
« “Tier-0” is CERN

 “Tier-1” sites in 7 countries

- “Tier-2” sites at universities and labs
- Allows distribution of data copies across

Scientific

S IteS Networks

between all

. T1 and T2 sites
- Data placement across sites can be GPN

Dedicated

automated Optical

Private
Network
between TO and
all T1 sites

- Redirection services (xrootd) allow for @ Lrcorn
automatic retrieval (streaming) of files

 The user does not need to know the
exact location of the file

xrootd

/" redirector
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Networking

* Distributed computing requires  e.9. ESNet at national labs,
fast and reliable networks GEANT in Europe

- Dedicated fiber optic links - Dedicated LHC links connect
(typically 100 Gbps) connect these together (LHCONE,
experiments and major labs LHCOPN)

* Department of Energy Office of Science National Labs
E n et Ames Ames Laboratory (Ames, IA) LBNL Lawrence Berkeley National Laboratory (Berkeley, CA)
ANL  Argonne National Laboratory (Argonne, IL) ORNL Oak Ridge National Laboratory (Oak Ridge, TN)
BNL  Brookhaven National Laboratory (Upton, NY) PNNL Pacific Northwest National Laboratory (Richland, WA)
FNAL Fermi National Accelerator Laboratory (Batavia, IL) PPPL Princeton Plasma Physics Laboratory (Princeton, NJ)
ENERGY SCIENCES NETWORK JLAB Thomas Jefferson National Accelerator Facility (Newport News, VA) SLAC SLAC National Accelerator Laboratory (Menlo Park, CA)
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Networking

LHCONE: A global infrastructure for the High Energy Physics (LHC and
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Software



Reconstruction
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data

\Reconstructea

" Reduced | S~
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__ data (further)
Reduced
data
\_ Y,
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Reconstruction: LArSoft (MicroBooNE)

- LArSoft, developed at Fermilab, is a common code base for LAr neutrino
detectors

- Used by MicroBooNE, SBND, ICARUS, DUNE
* Includes tools for both reconstruction and data analysis

Raw Noise-filter 1D-deconv. ZD/jeconv.

?- 3 . b ‘' a

- T. Usher
_ED T T T T _E
‘D Example Wire Pulses =
T =
h =
w _—
s —~ =

M 1456 M M " 2 lsm 5 2 M M lm M " l@ M 5 M o . lm 5

Time

Undergraduate lecture series, July 2019 25 A. Hall



Reconstruction; CMS
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Superconducting

ron return yoke interspersed
with muen chambers

Charged hadron (e.g. pion)
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Simulation

\_

data

a )
Reduced

-

\_

“Raw” data

~

v,

v
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Simulation

CMS Vs=7TeV,L=5.1fb" Vs=8TeV, L=53"
T T T T T

- Simulated events are crucial to science at R RE R s
: - I Z+X o 5t 1]

HEP experiments CurOwz L E

0 - [ ]my=125 GeV §3— : E

* Rely on Monte Carlo Simulation to g “F a2 E ;

T N { -

10F - S Al A B
produce these events : 1

- Event generators simulate the underlying
particle interaction of interest

* Resulting interaction event is then fed to a L e
. 80 100 120 140 160 180
detector simulator m,, (GeV)

- Consider the material and geometry of
every part of the detector

- Simulate how particles from interaction
and decay would propagate

 Most detector simulations use GEANT

(@) [\ A~ (0)) (0¢)
T T T T 77T

* Also used in nuclear and accelerator
physics as well as medical and space
science
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Analysis
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Analysis

- Getting from data events of interest to
plots, tables, and numbers | R O O |

 This is the computing step nearly all Data Analysis Framework
HEP experimentalists are familiar with \

« Common tools are needed

]

¥ % o 0.45 = cos(6°"’) < 0.62
- Mathematical functions 5 MicroBoone
- Statistical analysis [
» Plotting/histogramming g8os -
* Nearly all HEP experiments use the ¥

ROOT framework ° pee[GeV]
- Developed by CERN and Fermilab il—

o C ++ (O bJ ect o ri e nted) ot e -oerh T P :5: § 0; '

* Couples with code written in other »¢ /) | /e

U """""""""""""""""""""""""""
Iang Uag eS (e.g . I ythOn) ‘ ATLAS and CMS Fe—Total [ IStat £ Syst
........................................................... LHC Run 1 Total  Stat. Syst.
ATLAS H—yy F————H 126.02%0.51 (£0.43%0.27) GeV
CMS H—yy —— 124.70 +0.34 (+ 0.31+0.15) GeV
ATLAS H—ZZ >4  p——to——o 124,51+ 0.52 ( +0.52  0.04) GeV
0 MS H—ZZ — ——— 125.59 + 0.45 (+0.42+ 0.17) GeV
-1 080604020 020406 08 1  [-r---mrmmmmmmmmmosmsmmmomomonoons %‘ -----------------------------------------------
Sep/n ATLAS+CMS yy = 125.07 £0.29 (* 0.25 + 0.14) GeV
ATLAS+CMS 41 —— 125.15 +0.40 (+ 0.37 + 0.15) GeV
ATLAS+CMS yy+4l (== 4 (+ ) GeV
.....................................
123 124 125 126 127 128 129
m,, [GeV]
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The Future



An explosion of data

Data Volume [TB]
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data a year
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Expected LHC storage needs for
Run 4 = Exabytes!
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—ver-growing need for CPU

- Growing dataset size and event
complexity = more computing!
- If we scale current algorithms, the

CPU needs of LHC experiments will
grow by a factor of 30 in a decade

« Similar issues faced by newer, bigger
LAr experiments such as DUNE

* |In the past technology improvements
have helped HEP keep up with
computing demands

« Expected technology improvements
alone will only get us 1/6th of the way
there

 What about Moore’s Law...?
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Moore’s Law probably won’t help

* Moore’s Law: Number of transistors on a chip doubles every 2 years
- That’s still true, but single-thread performance has stopped increasing
- Instead, number of cores is now dramatically increasing

40 Years of Microprocessor Trend Data
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Original data up to the year 2010 collected and plotted by M. Horowitz, F. Labonte, O. Shacham, K. Olukotun, L. Hammond, and C. Batten
New plot and data collected for 2010-2015 by K. Rupp
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To take advantage of these:
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Intel Many Integrate Core (MIC) CPU

Q.

NVIDIA GPU

We need to rewrite a
lot of software!

(That’s what | work on)
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What about supercomputers?

ASCR” Computing Upgrades At a Glance

NERSC ) cFNow ALCENow NERSC

System attributes Now Upgrade

Name Cori Summit Theta Perlmutter Frontier Aurora

instailation 2016 2018 2017 2020 2021 2021
(blanned or actual)

System peak (PF) 30 200 12 ~100 1500 > 1000

Peak Power (MW) 3.9 13 1.7 ? ? ?

PF = petaflops, floating
point operations per
seconad

1,000 PF = 1 exaflops

g “Excascale”
C— =%  (10'8) by 2021
*Advanced Scientific Computing

Research (Dept. of Energy) http://exascaleproject.org/
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instailation 2016 2018 2017 2020 2021 2021
(blanned or actual)

System peak (PF) 30 200 12 ~100

1500 > 1000
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This is the hard part - getting the computing power

without melting the building. PF = petaflops, floating
| point operations per

second

1,000 PF = 1 exaflops

g “Excascale”
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Commercial cloud computing (>> HEP computing)

» Total spending on cloud computing is now > $200 billion per year

- Many huge companies (Netflix, for example) don’t buy their own clusters but
rely entirely on cloud computing

* HEP experiments are exploring these resources as well

Cloud Capital

The three giants of cloud infrastructure are spending lavishly to keep
up with one another, and distance themselves from rivals.

Capital expenses, in billions Q4 2016
$4 billion § Amazon®
$4.0B
2 Iphabe
B Alphabet (555le
20 (200gle)
2 B Microsoft
$2.0B
1
0
2013 14 15 '16
“Amazon’s spending includes property and equipment acquired under capital leases, a key
way the company supplements its capital spending.
Source: the companies THE WALL STREET JOURNAL.

Undergraduate lecture series, July 2019 36 A. Hall



HEPCloud

- Making it all possible from one place: HEPCloud
- Unified interface to Grid, Cloud, and HPC resources
 Currently being used to run CMS workflows on NERSC supercomputers

» Virtual Organizations (VOSs)
of users trusted by Grid sites

* VOs get allocations =
Pledges

—Unused allocations: opportunistic resources

“Things you borrow”

Undergraduate lecture series, July 2019

* Community Clouds - Similar

trust federation to Grids

» Commercial Clouds - Pay-As-

You-Go model
o Strongly accounted
o Near-infinite capacity =¥ Elasticity
o Spot price market

“Things you rent”

37

HPC

» Researchers granted access to
HPC installations

* Peer review committees award
Allocations

o Awards model designed for individual Pls rather than
large collaborations

“Things you are given”

Grant Allocation
—_—m

A. Hall



HEPCloud: showing it works

Claimed Cores on the Combined Tier 1 and LPC plus CMS on HEP Cloud

Doubling CMS computing
capacity using HEPCloud
to run on NERSC!
Simulate 1 billion events in
48 hours

Orange peaks represent
HEPCloud usage

NOvVA running at NERSC
Over 1 million cores used
simultaneously
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Analysis techniques: tools from industry

- HEP experiments were some of the first cases where people had to deal with
analyzing really big datasets

- Had to develop our own tools to get the science done (ROOT, for example)

- Not true anymore. Basically every big company you can think of has huge
amounts of data at their fingertips

- Many tools of been developed outside labs and universities to help store,

process, and analyze all this data |
&

» Fermilab’s approach for CMS analysis is COFFEA (the COmpact
Framework for Elaborate Algorithms)

* Instead of a for loop over events, use array programming expressions to
process many events simultaneously

- Uses Apache Spark and tools from the scientific python “ecosystem”

based on numpy
S APACHE &ﬁ
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Analysis technigues: machine learning
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- Machine learning techniques (e.g., NNs) in use in HEP since the turn of the
century
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Analysis technigues: deep learning

- Deep learning adds layers (complexity)
to the network

- Can more effectively find features
(especially in 2D+ inputs)
- Widely used in computer vision,

speech recognition, and other
applications

* Particle physics events can essentially
be considered as images

* DNNs are now being applied to event
analysis, such as in NOvA

» Allows finding features in hit maps
(events) that aren’t easily seen W

60

conventionally |
+ ~30% improvement even event ID u | B

201

10}

Plane

N O~
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Conclusions

« The complexity of HEP experiments doesn’t stop with the detectors

- Scientific computing permeates every aspect of how we do physics at
Fermilab

* There are challenges ahead
- Many that you could help solve!

- Thanks to Bo Jaytilaka for letting me use his slides

- Thanks to all those who helped with content

- Especially: Sophie Berkman, Oliver Gutsche, Ken Herner, Burt Holzman,
Michael Kirby, Anne Schukraft, Erica Snider, Alexander Radovic

http://computing.fnal.gov
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- Scientific computing permeates every aspect of how we do physics at
Fermilab

* There are challenges ahead
- Many that you could help solve!

- Thanks to Bo Jaytilaka for letting me use his slides

- Thanks to all those who helped with content

- Especially: Sophie Berkman, Oliver Gutsche, Ken Herner, Burt Holzman,
Michael Kirby, Anne Schukraft, Erica Snider, Alexander Radovic

Questions?

http://computing.fnal.gov
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