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29Theoretical Motivations
• We know dark matter exists, but our evidence is purely astrophysical:
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29Theoretical Motivations
• Particle Physics experiments are motivated and important, but so far give only negative results
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Figure 9. Upper limits (95% confidence level) on the DM annihilation cross section derived from a combined analysis of the nominal
target sample for the bb̄ (left) and ⌧+⌧� (right) channels. Bands for the expected sensitivity are calculated by repeating the same analysis
on 300 randomly selected sets of high-Galactic-latitude blank fields in the LAT data. The dashed line shows the median expected sensitivity
while the bands represent the 68% and 95% quantiles. Spectroscopically measured J-factors are used when available; otherwise, J-factors
are predicted photometrically with an uncertainty of 0.6 dex (solid red line). The solid black line shows the observed limit from the
combined analysis of 15 dSphs from Ackermann et al. (2015b). The closed contours and marker show the best-fit regions (at 2� confidence)
in cross-section and mass from several DM interpretations of the GCE: green contour (Gordon & Macias 2013), red contour (Daylan et al.
2016), orange data point (Abazajian et al. 2014), purple contour (Calore et al. 2015). The dashed gray curve corresponds to the thermal
relic cross section from Steigman et al. (2012).

sensitivity is a factor of ⇠ 1.5 for hard annihilation spec-
tra (e.g., the ⌧+⌧� channel) compared to the median
expected limits in Ackermann et al. (2015b). More pre-
cisely determined J-factors are expected to improve the
sensitivity by up to a factor of 2, motivating deeper spec-
troscopic observations both with current facilities and fu-
ture thirty-meter class telescopes (Bernstein et al. 2014;
Skidmore et al. 2015).

The limits derived from LAT data coincident with con-
firmed and candidate dSphs do not yet conclusively con-
firm or refute a DM interpretation of the GCE (Gor-
don & Macias 2013; Daylan et al. 2016; Abazajian et al.
2014; Calore et al. 2015). Relative to the combined anal-
ysis of Ackermann et al. (2015b), the limits derived here
are up to a factor of 2 more constraining at large DM
masses (m

DM,bb̄ & 1 TeV and mDM,⌧+⌧� & 70 GeV)
and a factor of ⇠ 1.5 less constraining for lower DM
masses. The weaker limits obtained at low DM mass
can be attributed to low-significance excesses coincident
with some of the nearby and recently discovered stellar
systems, i.e., Reticulum II and Tucana III. While the
excesses associated with these targets are broadly con-
sistent with the DM spectrum and cross section fit to
the GCE, we refrain from a more extensive DM interpre-
tation due to the low significance of these excesses, the
uncertainties in the J-factors of these targets, and the
lack of any significant signal in the combined analysis.

Ongoing Fermi -LAT observations, more precise
J-factor determinations with deeper spectroscopy, and
searches for new dSphs in large optical surveys will each
contribute to the future sensitivity of DM searches using
Milky Way satellites (Charles et al. 2016). In particular,
the Large Synoptic Survey Telescope (Ivezic et al. 2008)
is expected to find hundreds of new Milky Way satellite
galaxies (Tollerud et al. 2008; Hargis et al. 2014). Due to
the di�culty in acquiring spectroscopic observations and
the relative accessibility of �-ray observations, it seems
likely that �-ray analysis will precede J-factor determi-
nations in many cases. To facilitate updates to the DM

search as spectroscopic J-factors become available, the
likelihood profiles for each energy bin used to derive our
�-ray flux upper limits will be made publicly available.
We plan to augment this resource as more new systems
are discovered.

After the completion of this analysis, we became aware
of an independent study of LAT Pass 8 data coincident
with DES Y2 dSph candidates (Li et al. 2016). The �-ray
results associated with individual targets are consistent
between the two works; however, the samples selected for
combined analysis are di↵erent.
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background by a factor of 5. The number of 37Ar events
is estimated by calculating the exposure of the xenon to
cosmic rays before it was brought underground, then cor-
recting for the decay time before the search [73]. A flat
constraint of 0 to three times the estimate of 96 events is
imposed because of large uncertainties on the prediction.

The NR background has contributions from radiogenic
neutrons and coherent elastic neutrino-nucleus scatter-
ing (CE⌫NS) from 8B solar neutrinos. The prediction
for the CE⌫NS rate, calculated as in Refs. [54, 64–66],
is small due to the S2>600 phd requirement. The rate
of radiogenic neutrons in the ROI is constrained using
the distribution of single scatters in the FV tagged by
the OD and then applying the measured neutron tag-
ging e�ciency (88.5± 0.7%). A likelihood fit of the NR
component in the OD-tagged data is consistent with ob-
serving zero events, leading to a data-driven constraint
of 0.0+0.2 applied to the search. This rate agrees with
simulations based on detector material radioassay [62].

Finally, the expected distribution of accidentals is de-
termined by generating composite single-scatter event
waveforms from isolated S1 and S2 pulses and applying
the WIMP analysis selections. The selection e�ciency
is then applied to UDT single-scatter-like events to con-
strain the accidentals rate.

FIG. 5. The 90% confidence limit (black line) for the spin-
independent WIMP cross section vs. WIMP mass. The
green and yellow bands are the 1� and 2� sensitivity bands.
The dotted line shows the median of the sensitivity projec-
tion. Also shown are the PandaX-4T [26], XENON1T [25],
LUX [28], and DEAP-3600 [74] limits.

Statistical inference of WIMP scattering cross section
and mass is performed with an extended unbinned pro-
file likelihood statistic in the log10S2c-S1c observable
space, with a two-sided construction of the 90% confi-
dence bounds [54]. Background and signal component
shapes are modeled in the observable space using the
geant4-based package baccarat [75, 76] and a custom
simulation of the LZ detector response using the tuned

FIG. 6. Reconstructed energy spectrum of the best fit model.
Data points are shown in black. The blue line shows total
summed background. The darker blue band shows the model
uncertainty and the lighter blue band the combined model and
statistical uncertainty. Background components are shown in
colors as given in the legend. Background components from
8B solar neutrinos and accidentals are included in the fit but
are too small to be visible in the plot.

nest model. The background component uncertainties
are included as constraint terms in a combined fit of the
background model to the data, the result of which is also
shown in Table I.
Above the smallest tested WIMP mass of 9GeV/c2,

the best-fit number of WIMP events is zero, and the data
are thus consistent with the background-only hypothesis.
Figure 5 shows the 90% confidence level upper limit on
the spin-independent WIMP-nucleon cross section �SI as
a function of mass. The minimum of the limit curve is at
m� = 30GeV/c2 with a limit of �SI = 6.5⇥ 10�48 cm2.
For WIMP masses between 19GeV/c2 and 26GeV/c2,
background fluctuations produce a limit which is below
a critical discovery power threshold, ⇡crit = 0.32, and
for these masses the reported limit is set to the limit
equivalent to ⇡crit [54]. The background model and data
as a function of reconstructed energy are shown in Fig. 6,
and the data agree with the background-only model with
a p-value of 0.96. LZ also reports the most sensitive
limit on spin-dependent neutron scattering, detailed in
the Appendix. A data release for this result is in the
Supplemental Materials [77].

The LZ experiment has achieved the highest sensitivity
to spin-independent WIMP-nucleon scattering for masses
greater than 9GeV/c2 due to the successful operation
of an integrated detector system containing the largest
dual-phase xenon TPC to date. LZ is continuing opera-
tions at SURF and will undertake further detector and
analysis optimization to search for a broad range of rare-
event physics searches, including WIMPs, neutrinoless
double-beta decay, solar neutrinos, and solar axions [78–
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FIG. 3. DM search data in the cS1-cS2 space. Each event is
represented with a pie-chart, showing the fraction of the best-
fit model including a 200GeV/c2 WIMP (orange) evaluated
at the position of the event. The size of the pie-charts is pro-
portional to the signal model at that position. Background
probability density distributions are shown as 1� (dark) and
2� (light) regions as indicated in the legend for ER (blue), AC
(purple) and surface (green, “wall”). The neutron background
(yellow in pies) has a similar distribution to the WIMP (or-
ange filled area showing the 2� region). The orange dashed
contour contains a signal-like region which is constructed to
contain 50% of a 200GeV/c2 WIMP signal with the highest
possible signal-to-noise ratio.

fit based on events found below the blinded region. cS1
and cS2 are modeled using a kernel density estimation
derived from events reconstructed outside of the TPC.
The wall model is validated using the unblinded WIMP
region outside of the FV as a sideband. The expected
values for both backgrounds are summarized in Table I
and their distributions in the (cS1, cS2) space are shown
in Figure 3.

The statistical analysis of the WIMP search data
uses toy MC simulations of the experiment to calibrate
the distribution of a log-likelihood-ratio test statistic as
in [31, 36]. Four terms make up the likelihood: two
search-data terms for events near and far from the trans-
verse wires, an ER calibration term and a term repre-
senting ancillary measurements of parameters. The first
three are extended unbinned likelihoods in cS1, cS2, as
well as R for the first term. All three terms have the
same form as equation (21) in [31]. The two search-data
likelihoods include components for the ER, AC, surface,
CE⌫NS and radiogenic neutron backgrounds, as well as
the WIMP signal. The 220Rn calibration term includes
the ER model as well as an AC component. The expected
number of events for each component is a nuisance pa-
rameter in the likelihood. In addition, two shape param-
eters for the ER model are included, and a parameter
representing the uncertain signal expectation for a given

FIG. 4. Upper limit on spin-independent WIMP-nucleon
cross section at 90% confidence level (full black line) as a func-
tion of the WIMP mass. A power-constraint is applied to the
limit to restrict it at or above the median unconstrained upper
limit. The dashed lines show the upper limit without a power-
constraint applied. The 1� (green) and 2� (yellow) sensitiv-
ity bands are shown as shaded regions, with lighter colors
indicating the range of possible downwards fluctuations. The
result from XENON1T [3] is shown in blue with the same
power-constraint applied. At masses above �100GeV/c2, the
limit scales with mass as indicated with the extrapolation for-
mula.

cross section. The ancillary measurement term includes
Gaussians representing the measurements constraining
the AC, radiogenic, surface and CE⌫NS rates, and the
uncertain signal expectation.
The signal NR spectrum is modeled with the Helm

form factor for the nuclear cross section [37], and a stan-
dard halo model with parameters fixed to the recommen-
dations of [36]. The main change from previous XENON
publications is an updated local standard of rest velocity
of 238 km/s [38, 39]. The NR model fit to calibration
data is used to construct a model for the signal in cS1
and cS2.
After unblinding, the ROI contains 152 events, 16 of

which were in the blinded WIMP region. The data is
shown in Figure 3, and the best-fit expectation values
are in Table I. The binned GOF test indicates no large-
scale mismodelling (p = 0.63). At high cS1, ' 50PE,
we observe more events which are consistent with ER
events than our model or calibration data predicts, in
particular between cS1s of 50PE and 75PE. Of the 16
former blinded events, 13 are found in the upper right
half of the horizontal event distribution, with no correla-
tion with the transverse wires observed (see Figure A.3).
The 220Rn, 83mKr and 37Ar calibration datasets do not
exhibit any asymmetry, nor is any seen in the acceptances
evaluated in the X,Y plane for any of the applied cuts.
The WIMP discovery p-value indicates no signifi-

XENONnT 2303.14729

LZ 2207.03764



29Theoretical Motivations
• Large-scale distribution of baryonic matter in the Universe and structure of galaxies can reveal 

hints of dark matter particle physics.
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FIG. 1. Dark matter density and velocity-dispersion (inset) profiles at t = 10 Gyr for Dwarf 1 (left) and Dwarf 2 (right).
The orange bands show cored isothermal density profiles from the fits to stellar kinematics of Draco (left) and Fornax (right)
at 95% CL [33].

For the stellar disk, we use the Miyamoto-Nagai po-

tential �MN = �GMd/
q

R2 + (Rd +
p

z2
d
+ z2)2 [46],

where Md = 6.98 ⇥ 1010 M� is the disk mass, Rd =
3.38 kpc is the disk scale length, and zd = 0.3 kpc is the
disk scale height. In addition, we include a Hernquist
bulge potential �H = �GMH/(r+rH) [47], whereMH =
1.05 ⇥ 1010 M� is the bulge mass and rH = 0.46 kpc.
We model the main halo using an NFW profile [48] with
the maximal velocity Vmax = 200.5 km/s and the associ-
ated radius rmax = 43.4 kpc, and the corresponding halo
mass is M200 = 1.4⇥ 1012 M�. With these parameters
chosen for the main halo and the baryonic component,
we can reproduce the MW mass model presented in [49],
in accord with measurements of MW stellar kinemat-
ics and the local dark matter density. In principle, one
should also include the self-scattering e↵ect for the main
halo. However, for a MW-like galaxy, where the baryons
dominate the central regions, an SIDM halo profile can
be similar to an NFW one, because SIDM thermaliza-
tion with the baryonic potential increases the central
dark matter density [16, 18, 20, 42]. We have checked
that the NFW halo we take here is a good approxima-
tion to the SIDM MW halo constructed in [20]. We also
note that the host potential does not evolve with time.

We use an NFW profile to model the initial dark mat-
ter distribution in subhalos and choose the following
three sets of initial conditions. Dwarf 1: its characteris-
tic maximal circular velocity and associated radius are
Vmax = 28.8 km/s and Rmax = 1.9 kpc, respectively.
And the corresponding halo mass is M200 = 2⇥ 109M�
and concentration c200 = 29.5, evaluated at redshift 0;
Dwarf 2: Vmax = 47.6 km/s and Rmax = 6.8 kpc, or
equivalently M200 = 1.5 ⇥ 1010 M� and c200 = 16.5;
Dwarf 3: Vmax = 26.7 km/s and Rmax = 2.5 kpc, or

M200 = 2⇥ 109 M� and c200 = 22.9. Note Dwarf 3 has
the same initial halo mass as Dwarf 1, but its concen-
tration is slightly lower. We use the code SPHERIC [50]
to generate initial conditions for the subhalos.

For Dwarf 1 and 3, we simulate CDM and SIDM cases
with �/m = 3 cm2/g, 5 cm2/g and 10 cm2/g, and fix
the pericenter as 26.5 kpc to be consistent with Draco’s,
28+12

�7
kpc, estimated from Gaia DR 2 [44]. For Dwarf 2,

we perform the CDM run as well as SIDM with �/m =
3 cm2/g, and take the pericenter as 46 kpc, motivated
by Fornax’s 58+26

�18
kpc [44]. We place the initial subhalo

at a distance of 230 kpc from the center of the main halo
at t = 0, and confine the orbit in the plane of the stellar
disk. For each subhalo, we choose a “kick” velocity,
which is perpendicular to the line connecting the center
of the main halo and the subhalo, so that we can obtain
the desired pericenter distance; see Appendix for the
orbital trajectory of Dwarf 1. We perform simulations
with total number of particles Np = 106 for Dwarf 1 and
3, and Np = 5 ⇥ 106 for Dwarf 2, yielding equivalent-
Plummer gravitational softening length of 25 pc.

A case for Draco and Fornax. We first highlight
that the SIDM model with a fixed cross section could
explain both Draco and Fornax, although their central
dark matter densities di↵er significantly.

Fig. 1 (left) shows the density and velocity-dispersion
profiles (solid) at t = 10 Gyr for Dwarf 1. In all cases,
the MW’s tides significantly strip away halo masses and
lower densities in the outer regions. All of them have
similar density profiles for r >⇠ 1 kpc, but their cen-
tral densities are di↵erent. For CDM, the inner profile
is resilient to tidal stripping and remains cuspy as the
initial one (dashed), consistent with earlier findings [34–
36]. While for SIDM, the central density increases with

Buckley et al 1405.2075

Sameie et al 1904.07872
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FIG. 1: Comparison between the linear matter power spectra as a function of wavenumber k for SIDM with a light mediator
(here, dark atoms) and that of WDM with a free-streaming length comparable to the sound horizon of the former. We also
display the standard matter power spectrum for cold collisionless dark matter as well as a fit to the Silk damping envelope of
SIDM. The left panel displays the benchmark model for which rDAO � rSD (strong DAO), while the right panel shows the
scenario for which rDAO ⇠ rSD (weak DAO). Here, ⇠0 ⌘ ⇠(TCMB,0).

In Fig. 1, we show the linear power spectrum of CDM, compared to that of a dark atom model, with two benchmark
parameter sets that exemplify strong (left panel) and weak (right panel) DAOs. The power spectrum is calculated
using the full Boltzmann equations for dark matter coupled to dark radiation [53]. The two parameters sets are:

Strong DAO: mD = 1 GeV, ↵D = 8⇥ 10�3
, BD = 1 keV, ⇠(TCMB,0) = 0.5 (9)

Weak DAO: mD = 1 TeV, ↵D = 9⇥ 10�3
, BD = 1 keV, ⇠(TCMB,0) = 0.5, (10)

where TCMB,0 is the temperature of the CMB today. In this paper, we will denote the two models as ADMsDAO and
ADMwDAO. We note that both models considered in this work are in agreement with the cosmological constraints
presented in Ref. [74]. In the ADMsDAO case, we observe that the power spectrum displays a number of nearly-
undamped oscillations before the Silk damping cuto↵ (dot-dashed damping envelope) becomes important on smaller
scales. In contrast, for the ADMwDAO case even the first oscillation is strongly Silk-damped as compared to the CDM
amplitude. In both cases, we observe that the overall shape of the linear matter power spectrum of SIDM models with
long range forces significantly departs from that of WDM and CDM (also shown in Fig. 1) on small length scales,
but is otherwise identical to CDM on larger cosmological scales. The evolution of the two key scales, rSD and rDAO,
as a function of the scale factor a is shown in Fig. 2. The scale factors of kinetic decoupling aD, used in Eqs. (7)
and (8), are also shown as vertical dashed lines. As expected, (rDAO/rSD)|a=aD � 1 in the strong DAO case, while
(rDAO/rSD)|a=aD ⇠ 1 in the weak DAO case.

In this work, we are interested in the impact of the dark matter microphysics (through its e↵ect on the matter
power spectrum and the self-scattering cross section) on the number density and distribution of small scale structure
in the Universe. It is therefore useful to convert the length scales rDAO and rSD (or, their equivalent wavenumbers)
into the mass of a collapsed dark matter halo of the corresponding size. The mass of dark matter enclosed today by
wavenumber k is approximately:

M(k) ⇡ (1012 M�)

✓
k

Mpc�1

◆�3

. (11)

For comparison, in supersymmetric models with a “standard” neutralino dark matter candidate, the mass cut-o↵
in the power spectrum is set by the temperature at which the dark matter kinetically decouples from the relativistic
Standard Model neutrinos. Under reasonable assumptions for the neutralino physics, this occurs around T ⇠ 30 MeV
[112–115]. The physical Jeans wavenumber, setting the scale at which perturbations will begin gravitational collapse
(assuming sound speed vs) is:

kJ =

✓
4⇡⇢(T )

m
2
Plv

2
s

◆1/2

. (12)

Here ⇢(T ) is the total energy density of the Universe at temperature T . Assuming that the Universe is radiation-
dominated at this point in its history, the Jeans wavenumber for such models is kJ ⇠ 106 Mpc�1, and so dark matter
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Theoretical Motivations
• Large-scale distribution of baryonic matter in the Universe and structure of galaxies can reveal 

hints of dark matter particle physics.
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29The Era of Big Astrophysical Data 6

Vera Rubin/LSST

Overview of the DESI Legacy Imaging Surveys 9
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Figure 1. The footprints of the optical imaging surveys contributing to DESI imaging, demarcated by the
thick red outlines, are shown here in an equal-area Aito↵ projection in equatorial coordinates. The region
covered by the BASS and MzLS surveys is almost entirely in the North Galactic Cap (NGC) at declinations
� � +32�, and DECaLS covers the entire South Galactic Cap and the �  +34 regions in the NGC. The
regions covered by existing wide-area spectroscopic redshift surveys (SDSS, 2dF, and BOSS; Abazajian et al.
2009; Colless et al. 2001; Abolfathi et al. 2018) are shown in the blue greyscale in the map above, where
the darker colors represent a higher density of spectroscopic redshifts. The Legacy Surveys provide deeper
imaging and can leverage the existing spectroscopy in these regions, unlike most other existing or ongoing
deep imaging surveys (e.g., DES, ATLAS, KIDS, etc.; The Dark Energy Survey Collaboration 2005; Shanks
et al. 2015; de Jong et al. 2015).

combination delivering the widest field of view (and therefore the fastest survey capability). The
other region, which is in the NGC north of � ⇡ +34�, is being imaged from Kitt Peak using the
90Prime Camera on the Bok telescope for the g and r bands, and the Mosaic-3 camera on the
Mayall telescope for the z band observations. The sub-footprints of these individual surveys overlap
in the NGC (in an area of ⇡300 deg2) in the declination range +32� < � < +34�, so that the
color transformations between the di↵erent camera+telescope combinations can be calibrated to
high precision and accuracy. An additional ⇡100 deg2 in SDSS Stripe 82 is also being imaged by all
three surveys to aid the cross-calibration (see Table 2).

A fill factor of unity is not required for the DESI Key Project. As long as the detailed sky
mask is well-characterized, the clustering analyses can make use of that mask with information loss
proportional to this fractional loss of area. The DESI requirements are that the coverage to full
depth in all three optical bands should exceed 90% of the footprint, and that 95% (98%) must be
within 0.3 (0.6) magnitudes of full-depth. The observing nights allocated to each survey are shown
in Table 3.

4.1. DECaLS: The Dark Energy Camera Legacy Survey

The Dark Energy Camera (DECam; Flaugher et al. 2015) at the 4-m Blanco telescope at the
Cerro Tololo Inter-American Observatory is the most e�cient imager for wide-field surveys currently

DESI Legacy



29Gaia Space Telescope 
• Gaia satellite measures the 3D positions and proper 

motions of ~1.5 billion stars in the Galaxy. 
• N.B: Gaia measures parallax, not distance. 
• Provides photometry (color and magnitude) and 

limited spectroscopy 
• Line-of-sight motion for ~34 million stars (DR3) 

• This will be ~150 million by end-of-mission 

• A huge mine of data for the study of Galactic 
substructure. 

• In this talk, I’m interested in Gaia data as processed 
locations of stars within 4/5/6D kinematic space — not 
as individual images/spectra (lots of analysis here!)

7
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29ML Applications for Gaia
• The Milky Way’s Mass Density 

• Stellar Streams 
• Via Machinae (ANODE) 
• CATHODE 

• Synthetic Gaia Observations

9
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29Dark Matter Density from Gaia
• The phase space density of stars in 

equilibrium is related to the underlying 
Galactic potential 

• Curse of dimensionality makes it very hard 
to measure    and derivatives from stellar 
motions. Traditionally, take moments of 
the Boltzmann Equation and assume 
symmetries 

• Normalizing flows can do a much better 
job in estimating      and its derivatives 
from the available data.

10
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29Dark Matter Density from Gaia
• The real Galaxy is not in equilibrium: 

• Is real data sufficiently precise to get good 
estimates of    ? 

• First with a simulated Milky Way-like 
galaxy:
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Dark Matter Density from Gaia
• Can we do this with real Gaia data? 
• Real data is complicated: 

• Observations are not complete, and this 
completeness varies as a function of 
distance 

• And with which kinematic parameters 
are measured, and/or stellar properties 

• The goal: get low-error measurements off 
of the Galactic disk, to regions where dark 
matter dominates the mass density.
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29Dark Matter Density from Gaia
• Can we do this with real Gaia data? 
• Real data is complicated: 

• Observations are not complete, and this 
completeness varies as a function of 
distance 

• And with which kinematic parameters 
are measured, and/or stellar properties 

• The goal: get low-error measurements off 
of the Galactic disk, to regions where dark 
matter dominates the mass density.
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29Dark Matter Density from Gaia
• 1st: Calculate accelerations: 

• Errors include multiple MAFs, bootstrap, measurement errors 
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29Dark Matter Density from Gaia
• Next, calculate mass density by integration by parts over a 

truncated Gaussian kernel 
• Baryonic model is a major source of uncertainty at the Solar 

location. Much less important away from the disk
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29Dark Matter Density from Gaia
• Next, calculate mass density using finite differences (averaging 

over truncated Gaussian kernel) 
• Baryonic model is a major source of uncertainty at the Solar 

location. Much less important away from the disk
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29Mergers and Streams
• The Milky Way is built from the merger of smaller 

objects. 
• Compact collections of stars (dwarf galaxies & 

globular clusters) get tidally stripped during infall and 
form stellar streams, then become tidal debris, 
before becoming completely mixed. 

• Streams provide a probe into the Galactic potential 
through the stream’s orbit. 
• Can reveal dark matter substructure through 

gravitational interactions with the stream itself. 
• Both streams and debris give a glimpse into the 

Galaxy’s merger history. 
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29Finding Stellar Streams
• Narrow & kinematically cold stellar streams are 

tracers of the Milky Way potential, merger 
history, imprint of dark matter substructure… 

• A stellar stream is a narrow line of stars, 
compact in proper motion, and with all stars 
typically of similar age and composition. 

• Use ML to build a stream-finding algorithm that: 
• Uses only Gaia data 
• Does not assume a Galactic potential                   

or orbit 
• Does not assume stream stars lie on a         

particular isochrone. 
• Uses the fact that streams are compact in      

proper motion space.
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Figure 4. Properties of a sample of previously-discovered streams, as recovered by the STREAMFINDER. The first, second, third and fourth
rows show the properties of the GD-1, Jhelum, Indus and Orphan streams, respectively. The columns reproduce, from left to right, the
equatorial coordinates of the structures, the distance solutions found by the algorithm (for representative metallicity values), the proper
motion distribution (with observations in red, model solutions in blue, and the full DR2 sample in grey), and the colour-magnitude
distribution of the stars (with observations in red and template model in blue) selected by STREAMFINDER. The distance solutions found
by the algorithm match closely the distance values that have been previously derived for these streams: D� ⇠ 8 kpc for GD-1 (Grillmair
& Dionatos 2006), D� ⇠ 13.2 kpc and ⇠ 16.6 kpc for Jhelum and Indus, respectively (Shipp et al. 2018) and D� = [33 � 38] kpc for
Orphan (Newberg et al. 2010). The CMD template models, shown in blue in the last column, have been plotted at the appropriate
distance for the respective streams. The colour-magnitude diagram of the Orphan stream might seem peculiar, but here we only see the
red-giant branch due to the trimming of the data sample below G = 19.5.

the stream-like structures recovered by the algorithm are not
associated with the extinction correction. In Figures 7 and
8, we present our summary plots made by combining the dis-
tance and metallicity samples for the north and south hemi-
spheres, respectively. The top panels of these diagrams show
the estimate of the distances of these structures (provided
by the algorithm), while the bottom panels show an esti-
mate of the magnitude of the tangential velocity calculated
using the measured Gaia proper motions combined with the
distance estimates. Many structures are beautifully resolved
in this multi-parameter space.

Our aim in this contribution is not to present a thorough
or complete census of halo streams (since it would require

considerable more processing time to examine the necessary
parameter space), but rather to present a preview of the
large-scale stream structure of our Galaxy. Nevertheless, we
have selected by hand a small number of structures that
appear clearly in our maps, with kinematic properties that
distinguish them from the contaminating Galactic popula-
tion, and that are clearly not artefacts produced by Gaia’s
scanning law. A large number of other stream candidates
have a clearly-defined stream-like morphology, but possess
proper motions distributions that are similar to that of the
halo, and we deem that they require further follow-up to be
confident of their nature.

The locations of the five structures we selected are
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29Via Machinae: Unsupervised Stream Finding
• Want to find stars that are anomalous 

based on their position in position, proper 
motion, and photometry. Use ANODE 
anomaly detection (Nachman & Shih 
2001.04990) to calculate anomaly score  R 
for stars in proper motion Search Regions 
(SRs) 

• Learn the probability distribution with                          
in two ways: 
• 1st by training directly on the data in the 

region: 
• 2nd by training outside in a control 

region, then interpolating in: 
• Allows direct estimation of the ratio R 

inside the SR.
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29Via Machinae: Unsupervised Stream Finding
• Want to find stars that are anomalous 

based on their position in position, proper 
motion, and photometry. Use ANODE 
anomaly detection (Nachman & Shih 
2001.04990) to calculate anomaly score  
R for stars in proper motion Search 
Regions (SRs)
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29Via Machinae: Unsupervised Stream Finding
• There are a lot of stars in Gaia. Lots of 

reasons for them to be anomalous. 
• Dust lanes, globular clusters, disk stars… 

• The ML anomaly score is only one part, 
need to automatically identify line-like 
features in overlapping regions of positions 
and proper motion. 
• Many hyperparameters needed identify 

stellar streams at high confidence 
• Use a smooth analytic simulation of the 

Milky Way (totally devoid of streams) to 
build an estimate of a false positive rate 
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29Via Machinae: Unsupervised Stream Finding 22
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29Via Machinae: Unsupervised Stream Finding

• How to confirm stellar streams? 
• Spectroscopic follow-ups with other 

telescopes. 
• Do the stars have consistent metallicity, 

age, distance, radial velocity…?
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• We identify 82 stream candidates, 
expect a false-positive rate of 
~10%. 
• Here are the top 15.



29Via Machinae: Unsupervised Stream Finding
• The input for the stream-finding is the ML-

derived anomaly score R 
• Existing version from ANODE, using 

normalizing flows to learn conditional 
probabilities in proper motion SR and 
backgrounds from control regions. 

• What if we could do this better? 
• CATHODE (Hallin et al 2109.00546) 
• Train a classifier to distinguish events 

generated in signal region from density 
estimator trained on control-region. 

• Use this as input for rest of Via 
Machinae
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29Upsampling Simulations
• Tools exist that can create “theorist-level” 

simulation for LHC machine learning. 
• Much trickier for astrophysics. Can either: 

• Create by-hand analytic smooth models 
of the Galaxy or, 

• Use N-body hydrodynamical simulations 
• But in the latter case, there complications: 

• Every galaxy is unique. 
• Simulations work on the level of tens of 

millions of “star particles,” not hundreds 
of billions of stars. 

• Upsampling required!

25

Lim et al 2211.11765
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29Upsampling Simulations
• Tools exist that can create “theorist-level” 

simulation for LHC machine learning. 
• Much trickier for astrophysics. Can either: 

• Create by-hand analytic smooth models 
of the Galaxy or, 

• Use N-body hydrodynamical simulations 
• But in the latter case, there complications: 

• Every galaxy is unique. 
• Simulations work on the level of tens of 

millions of “star particles,” not hundreds 
of billions of stars. 

• Upsampling required! 
• But existing upsamplers are “clumpy”
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29Upsampling Simulations
• Use normalizing flows (CNFs) to learn the density distribution of simulation star 

particles, then generate synthetic stars from the flow. 
• Demonstrating with stars near the “Sun” 
• Much smoother than stars drawn from existing upsamplers (EnBid) 
• Confirmed with classifier tests comparing CNF and EnBid
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29Upsampling Simulations
• 3-sample classifier: we are statistics-limited on the star particles 

• Construct CNF and EnBid datasets from a training subset of the star particles, reserving 
some star particles for validation 

• Train classifier between a subset of the CNF and EnBid datasets 
• Compare validation star particles with CNF and with EnBid separately
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29Conclusions 29

Shih, Buckley, Necib 2303.01529 
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• Astrophysical datasets contain information 
relevant to particle physics questions 
• …and intrinsically interesting on their own 

merits! 
• The datasets are massive and complicated, 

with lots of systematic effects to deal with. 
• Often harder to simulate exactly what 

you’d need to test your technique. 
Interesting ML problems here in transfer 
learning, generation, quantifying errors. 

• Unsupervised techniques very useful. 
•  Gaia data in particular has lots to say about 

dark matter and Galaxy structure/history. 
• Lots of need for new techniques, 

opportunities for ML to help!


