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Goal
• e- (signal) / π0 (Background) separation in the DUNE 

Single Phase Far Detector (Ultimate goal) 

• Particle classification (first step) 

• Neutrino event classification for background subtraction 
study (second step) 

• The aim of the first study is to check the feasibility of the 
method (Proof of concept)    

• The method is Convolutional Neural Network (CNN) used 
for Computer Vision. 
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Deep Learning

DL is a subfield of Machine Learning.
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 Computer Vision with DL 

Image  
Classification 
•  ResNet50 

Object  
Detection

Semantic  
Segmentation 

Image  
Generation

For state-of-the-art studies, models, papers, etc:  
https://paperswithcode.com/sota 
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ResNet50 (pre-trained model) 
• Residual nets achieve 3.17% error on the ImageNet test set 
• The model is previously trained on a dataset and contains the weights and 

biases  
• Learned features are often transferable to another data (Saving time)  

https://paperswithcode.com/sota


Particle Classification Scenario 
• The method: Image Classification using Deep Learning (Transfer learning)  

• The model: ResNet50  

• Dataset (80% Train + 20% Validation) Preparation 

• single particle generation via LArSoft and Geant4 (e-, π0, p, μ-, K+) 

• Text files generated with Evt #, Space point (SP), ADC, # of SP, momentum 
information  

• 80k Train data + 20k data validation data (each particle has 20k images in total) are 
generated 

• 3-in-1 Image generation (size: 224x224 pixels)   

•  Train ResNet50 model with train dataset  

• Test the model with validation dataset and obtain results for 5 particles class (5c), 4c and 3c 
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MC Single Particle 
Generation

• Detector: DUNE Single Phase Far Detector - isotropic - 10kt - 
1x2x6 m3 

• Dataset: Total 100k events generated via LArSoft and Geant4 
classified into 5 categories: e-, π0, p, μ-, K+  as TRAIN data with 80K 
events and TEST data with 20K events in total. Each particle has 
16k train and 4k test data. All information related to generated 
single particles is stored in the root files. (/pnfs/dune/scratch/fbay/) 

• Particle momentum: Between 0.1 - 2.0 GeV (except e- with 0.1 - 
5.0 GeV). All momentum distribution of the particles generated are 
flat. 
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Image Generation
1. Generate text files from the root files 
including information as Evt #, Space Point 
(X, Y, Z), ADC, # of Space Point (SP) and 
Momentum. 

2. Put a Space Point CUT ( > 350 ) in order 
to reject events without an image. 

3. Use ADC values for each point to create 
colourful points depending on energy 
deposit. 

4. Create 2D images (224x224 pixels) with 
3 views (2D) in 1 image. The views are XY, 
XZ, YZ. 
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Image Generation II
1K+1e-

μ- π0

p

3 views (2D) in 1 image (224x224 pixels) are 
generated from txt file

XY

XZ YZ



100K 224D 5C Results
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ResNet50

Accuracy: Correctly found image fraction

1 epoch: a process passing over all data (train+test) once

Loss: a value about how your prediction is well. 



100K 224D 5C Results over 
Confusion Matrix
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5 particles classification 
performance
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0.76 0.00 0.00 0.23 0.00

0.00 0.61 0.07 0.02 0.29

0.00 0.01 0.90 0.00 0.08

0.15 0.01 0.00 0.83 0.00

0.00 0.10 0.07 0.00 0.81

Normalized Confusion Matrix

Diagonal Entries: Correct prediction fraction 
  Off-Diagonal Entries: Misidentification fraction

e-

K+

μ-

π0

p

e- K+ μ- π0 p

Particles Correct 
Fraction [%] Mis-Id [%]

    e- 0.76 0.23 (π0)

    K+ 0.61 0.29 (p)

    μ- 0.90 0.08 (p)

    π0 0.83 0.15 (e-)

    p 0.81 0.10 (K+)



80K 224D 4C Results
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ResNet50

Accuracy: Correctly found image fraction

1 epoch: a process passing over all data (train+test) once

Loss: a value about how your prediction is well. 



80K 224D 4C Results over 
Confusion Matrix
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4 particles classification 
performance
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0.77 0.00 0.22 0.00

0.00 0.88 0.00 0.11

0.17 0.00 0.81 0.00

0.00 0.05 0.00 0.94

Normalised Confusion Matrix

Diagonal Entries: Correct prediction fraction 
  Off-Diagonal Entries: Misidentification fraction

e-

μ-

π0

p

e- μ- π0 p

Particles Correct 
Fraction [%] Mis-Id [%]

    e- 0.77 0.22 (π0)

    μ- 0.88 0.11 (p)

    π0 0.81 0.17 (e-)

    p 0.94  0.05 (μ-)



60K 224D 3C Results
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ResNet50

Accuracy: Correctly found image fraction

1 epoch: a process passing over all data (train+test) once

Loss: a value about how your prediction is well. 



60K 224D 3C Results over 
Confusion Matrix
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3 particles classification 
performance
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0.86 0.00 0.13

0.00 0.99 0.01

0.04 0.00 0.95

Normalised Confusion Matrix

Diagonal Entries: Correct prediction fraction 
  Off-Diagonal Entries: Misidentification fraction

μ-

π0

p

μ- π0 p

Particles Correct 
Fraction [%] Mis-Id [%]

    μ- 0.86 0.13 (p)

    π0 0.99 0.01 (p)

    p 0.95  0.04 (μ-)



Possible Improvements
• Consider Hadronic Interactions. 

• Additional cuts/methods can be studied for 
accuracy improvement.  

• Data can be increased to get better accuracy 
results. 

• Find efficiency performance as a function of 
kinematic variables.
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Conclusion
• 100K MC single particle generation was realised with the help of the LArSoft 

including Pandora codes for Space Point reconstruction and Geant4. 

• Transfer learning and three 2D images-in-one image with 224x224 pixels were 
employed.  

• As Image generation optimised, 3-in-1 images give better test accuracy 
results.  

• For 5C, 4C and 3C particle classification with the help of ResNet50 model, the 
test accuracy results were obtained as ~0.80, ~0.86 and ~0.94, respectively. 

• The more data, the more performance (Deep Learning). 

• The results are promising for neutrino event classification in the LArTPC of 
DUNE FD which is excellent imaging calorimeter.
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BACKUP
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Possible Classification 
Mistakes
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Two showers seen easily

Looks like electron

Looks like electron

Collection

Induction

Induction

1 π0

1 π0

1 π0


