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Technical design 
Algorithms overview and physics performance

Algorithm design

Firmware demonstration


Management aspects  
Risk, quality assurance

Milestones and progress

Cost and schedule (see talk later by Jeff)



Brief Biological Sketch
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Track trigger ASIC development and testing for Vertically Integrated Pattern 
Recognition Associative Memory (VIPRAM)

Development of PUPPI algorithm




TECHNICAL DESIGN
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Trigger Scope Overview
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Design Considerations

�6

Maintain performant trigger under high luminosity conditions 
Upgrade L1 trigger accept rate: 750 kHz

Upgrade L1 trigger total latency: 12.5 μs


Detector/Trigger Upgrades 
Tracking trigger for tracks with pT > 2 GeV

New high granularity endcap calorimeter 

Full crystal readout of barrel ECal 

New muon detectors for improved high η coverage and higher granularity 
readout


DOE trigger scope 
402.6.3: Calorimeter (regional barrel and forward calorimeter, global)

402.6.5: Correlator trigger (combining muon, calorimeter, tracker inputs)



General Algorithm Strategy
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Deliver a suite of algorithms which cover both robustness and 
optimized physics performance  

Single system triggers* 
Robust, simpler algorithms 
Global Calorimeter Trigger objects

Track-only Trigger objects


Multi-system optimized reconstruction  
More complex, performant algorithms 
Track + muon + calorimeter correlated (particle flow and PUPPI) 
trigger objects

* muon system only 
triggers in NSF scope



Trigger overview
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L1 Trigger Architecture: high level organization

27/6/2019 4

• First ~5 ms spent on regional processing, track 
finding, and CE clustering 

• Next ~4.5 ms consumed by triggerable object 
matching and reconstruction (2.5 ms), followed 
by global trigger decision (1 ms), and finally TCDS 
communicating decision to front ends (1 ms)

• +3 ms latency is held as contingency

• Critical path is through Particle Flow and its 
latest inputs (CE, Track Finder)

• Our design is already saturating our 9.5 ms
budget; latency contingency will have to be 
carefully managed globally hereafter! 



Trigger overview
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L1 Trigger Architecture: high level organization

27/6/2019 4

• First ~5 ms spent on regional processing, track 
finding, and CE clustering 

• Next ~4.5 ms consumed by triggerable object 
matching and reconstruction (2.5 ms), followed 
by global trigger decision (1 ms), and finally TCDS 
communicating decision to front ends (1 ms)

• +3 ms latency is held as contingency

• Critical path is through Particle Flow and its 
latest inputs (CE, Track Finder)

• Our design is already saturating our 9.5 ms
budget; latency contingency will have to be 
carefully managed globally hereafter! This WBS area



Deliverables
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Devise algorithms and study physics performance for the 
correlator (Particle Flow) and calorimeter triggers


Implement and integrate algorithms into firmware

Within latency, bandwidth, and resource requirements 

From robust, single-system algorithms to optimized multi-
system algorithms


Calorimeter and Track-only objects

Particle Flow with PUPPI




Functional algorithm diagram
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Functional algorithm diagram
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Algorithm development 
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Steps of algorithm development path: 
Understand physics case

Define algorithm and interfaces (inputs & downstream) 

Develop firmware, estimate latency and resources

Integrate within full trigger architecture

Demonstrate full implementation feasibility


n.b. difficult to present all steps for all algorithms 
1) Calorimeter clustering example

2) Vertexing example

2) Particle flow example larger focus, most complex in terms of algorithm 
size and input interfaces



A note on algorithm development
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FPGA development of algorithms in languages like VHDL or Verilog 
(RTL) have long development cycles and require a lot of 
engineering support 
New tools: HLS, high level synthesis 

C-level programming with specialized preprocessor directives 
which synthesizes optimized firmware  

Particle flow example: 
Core first version of firmware developed in 2-3 months using HLS, only 
physicists 

Engineering firmware support still required (of course!) — our 
experience: system interfaces, infrastructure, and signal routing, 
etc.



Calorimeter clustering
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Barrel Regional Calorimeter Trigger takes as input single ECal 
crystals and HCal towers to build clusters



Calorimeter clustering
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Calorimeter clustering — resources
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First Barrel RCT algorithm has 
reasonable resource usage and 
latency of 40 clock cycles @ 240 
MHz for large resource FPGA 
(VU9P)

Two 17x2 blocks split across SLRs for better 
floor planning


Candidate for smaller form factor 
FPGA

Xilinx VU9P, 240 MHz



Vertexing algorithms
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Vertexing can be done in parallel to particle flow but is 
needed for pileup mitigation techniques

First “fast histogramming” algorithms implemented as a baseline
Correlator Layer 2, Vertexing & Track Standalone Sioni Summers

VU9P Vertexing Demonstration (2)
• Demonstrate “sliding window” algorithm from L1T technical proposal 

• Split into steps to fill histograms for tracks from each input link, merge the histograms, 
and select the Z position of the highest sum pT 
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FPGAOptical inputs from
N track finding links BRAMs
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Board: VCU118
FPGA: VU9P
Clock: 320MHz (HLS)
Configuration 1 (tested):

TMUX: 6
Phi Segmentation: 12
Binning: ≥64 clock cycles
Vertex Finding: 17 clock cycles

Configuration 2 (possible):
TMUX: 18
Phi Segmentation: 9
Binning: ≥148 clock cycles
Vertex Finding: 17 clock cycles

First track
arrives

0

Bu�er+Addition

110

Last track
arrives

Merge

Track pT sum
is done ∆

histogram in Z

148

Vertexing

Vertex
position
is found

166

110 38 17 + 1

The vertex is
ready in plenty of
time to pass it on
to a PF/PUPPI
board

Slide: Keith Ulmer



Vertexing algorithms
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Algorithm implemented in HLS with VHDL wrapper to 
support feeding in tracks and reading out results 

Algorithm finished in time to pass to PF+PUPPI
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Use inspiration from offline reconstruction for best performance

Particle Flow: 

efficient combination of complementary detector subsystems

particle interpretation of the event, improves any single system energy/
spatial resolution

Jet reconstruction in CMS 

27 11 Aug 2015 Andreas Hinzmann 
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                                       MC  DATA
Charged pile-up:      
Charged hadrons:      
Photons:      
Neutral hadrons:      
Electrons & Muons:      
Forward hadrons:      
Forward photons:      

 = 8 TeVs-1CMS preliminary, L = 1.6 fb

 < 114 GeVT  49 GeV < p
Tag & Probe method

Detector pT-resolution η/Φ-segmentation 
Tracker 0.6% (0.2 GeV) – 5% (500 GeV) 0.002 x 0.003 (first pixel layer) 
ECAL 1% (20 GeV) – 0.4% (500 GeV) 0.017 x 0.017 (barrel) 
HCAL 30% (30 GeV) – 5% (500 GeV) 0.087 x 0.087 (barrel) 

ECAL 

Tracker 

HCAL 

Jet energy fractions 

CMS-DP-2012/012 

Particle Flow algorithm benefits from sub-detectors with best spatial+energy resolution 

Jet clustering 
(anti-kT or CA) 

Particle flow reconstruction 



PF, offline experience
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Large gains from PF on jet and MET resolutions

arXiv:1706.04965 [PF paper]

34 5 Performance in simulation
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Figure 13: Jet energy resolution as a function of pRef
T in the barrel (left) and in the endcap

(right) regions. The lines, added to guide the eye, correspond to fitted functions with ad hoc
parametrizations.
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Figure 14: Absolute difference in jet energy response between quark and gluon jets as a function
of pRef

T for Calo jets (left) and PF jets (right).

5.3 Electrons 35

The performance improvement brought by PF reconstruction is quantified with a sample of tt1069

events by comparing ~pmiss
T,PF and ~pmiss

T,Calo to the reference ~pmiss
T,Ref, calculated with all stable parti-1070

cles from the event generator, excluding neutrinos. The pmiss
T resolution must be studied for1071

events in which the pmiss
T response has been calibrated to unity. The pmiss

T,Ref is therefore required1072

to be larger than 70 GeV, a value above which the jet-energy corrections are found to be suffi-1073

cient to adequately calibrate the PF and Calo pmiss
T response. Figure 15 shows the relative pmiss

T1074

resolution and the ~pmiss
T angular resolution, obtained with a Gaussian fit in each bin of ~pmiss

T,Ref.1075
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Figure 15: Relative pmiss
T resolution and resolution on the ~pmiss

T direction as a function of pmiss
T,Ref

for a simulated tt sample.

5.3 Electrons1076

The electron seeding and the subsequent reconstruction steps are described in Sections 3.21077

and 4.3. In the reconstruction, electron candidates are only required to satisfy loose identifica-1078

tion criteria so as to ensure high identification efficiency for genuine electrons, with the poten-1079

tial drawback of a large misidentification probability for charged hadrons interacting mostly in1080

the ECAL. In this section, as is typically done in physics analyses, the electron identification is1081

tightened with a threshold on the classifier score of a BDT trained for electrons selected without1082

any trigger requirement [33].1083

The gain brought by the use of the tracker-based seeding in addition to the ECAL-based seed-1084

ing is quantified in Fig. 16, for electrons in jets and for isolated electrons produced in the decay1085

of heavy resonances. The left plot shows the reconstruction and identification efficiency for1086

electrons in jets as a function of the hadron misidentification probability. Electrons and hadrons1087

are selected from the same simulated sample of multijet events, with pT > 2 GeV and |h| < 2.4.1088

Electrons are additionally required to come from the decay of b hadrons. The electron efficiency1089

is significantly improved, paving the way for b quark jet identification algorithms based on the1090

presence of electrons in jets.1091

The absolute gain in efficiency for isolated electrons is quantified in the right plot for electrons1092

from Z boson decays in a simulated Drell–Yan sample, and for two different working points.1093

The first working point, used in the search for H ! ZZ ! 4 e [48, 49], provides very high elec-1094

tron efficiency in order to maximize the selection efficiency for events with four electrons. At1095

this working point, the addition of the tracker-based seeding adds almost 20% to the identifi-1096

improved jet pT resolution improved missing pT resolution

Particle flow impact



PF+PUPPI schematic
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Particle flow regions
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PF	with	3D	clusters	
13.12.18	 G.	Petrucciani	(CERN)	 16	

Tracks	

PV	

Ecal	e/γ	
HGC	3D	 HF	

PF	(PFAlgo3)	

HCal	

3x3	tower	
clusters	

Puppi	

3x3	tower	
clusters	

PF	(PFAlgoHGC)	 PF	(PFAlgo3)	

Puppi	Puppi	

Barrel Endcap Forward



Jet and MET performance
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PF+PUPPI algorithms bring significant improvement for hadronic trigger 
objects


Continual improvements to algorithms

Jet algorithms still offline style, work in progress

HT	performance	

07.03.19	 G.	Petrucciani	(CERN)	 10	

full	set:	https://cern.ch/gpetrucc/drop/plots/l1stage2/105X/from104X/v3/pu_v3.2	

HT	trigger,	|η|	<	2.4,	20	kHz,	ttbar	signal	

Multi-Jet	performance	

07.03.19	 G.	Petrucciani	(CERN)	 8	

full	set:	https://cern.ch/gpetrucc/drop/plots/l1stage2/105X/from104X/v3/pu_v3.2	

4-jet	trigger,	|η|	<	2.4,	20	kHz,	ttbar	signal	
HT triggermultijet trigger



Input definitions
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Resources
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3. Trigger Algorithms 77

mined, and the resources needed to implement this number of IPs was computed. For a layer-12216

design with 36 boards, the values from this scan are shown in Fig. 61. This calculation rep-2217

resents a rough metric for the ease of successfully placing and routing the PF and PUPPI IPs.2218

Two configurations were identified as optimal: 54 regions in the barrel running at an initiation2219

interval of 2, and 27 regions in the barrel running at an initiation interval of 4. Both of these2220

configurations require a single PF and PUPPI IP per board, and produce the minimum usage2221

of LUTs/registers and DSPs, respectively. A diagram of the board layout for layer-1, assuming2222

the latter configuration, is shown in Fig. 62.2223

Figure 61: PF + PUPPI resource usage vs. II, region size

The particle-flow and PUPPI firmware assumes that each input object is encoded in 64 bits.2224

Different information is associated with each input type. Every input encodes pT using 16 bits,2225

h using 10 bits, and f using 10 bits. The additional information for each input type and the2226

number of bits used to store it is given below.2227

• Tracks2228

• s(pT) - 16 bits2229

• z0 - 10 bits2230

• Passes tight quality - 1 bit2231

• EM clusters2232

• s(pT) - 16 bits2233

• Combined clusters2234

• pEM
T - 16 bits2235

• Is EM? - 1 bit2236

• Muons2237

• s(pT) - 16 bits2238

The resulting particle-flow and PUPPI particles are also allotted 64 bits, and the information2239

is stored with the same precision as for the input objects. The PUPPI weight a is stored using2240

10 bits. This scheme leaves at least 10 bits unused for output objects. This allows additional2241



Architecture (Exploded View)
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Latency
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Demonstration Firmware
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(More in Sridhara’s talk) 

• Gen-0 (in operation at UW and CERN)

• CTP7-based (3 cards, 96 total active links @ 10.0G available)

• HLS interface grafted onto Phase 1 8b10b link infrastructure

• 64-bit link interfaces


• Gen-1 (in operation at UW)

• APd1 single card setup

• Iridis-style 64b66b transport

• Early APx shell functionality

• Asynchronous processing clock


• Gen-2 (underway)

• Multicard test setup

• Iridis-style signaling and APx shell environment

• Common emulated TCDS timebase in ATCA/MicroTCA crates using 

CTP7 Versioned in Github/Gitlab



Demonstration
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APx Firmware Infrastructure
(reminder slide from Phase-2 workshop in UK)

A. Svetek, U. Wisconsin, 
November 15, 2018 APx Engineering Update



Demonstration
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APx Firmware Infrastructure
(reminder slide from Phase-2 workshop in UK)

A. Svetek, U. Wisconsin, 
November 15, 2018 APx Engineering Update



Bitwise simulation
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Demonstration
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Utilization within project requirements 

Less than 50% (70%) for algorithm (total) firmware


Recent milestone: all elements integrated and meeting timing with 
full place & route



Demonstration
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Infrastructure

Particle Flow and PUPPI

Regionizer



Summary of algorithm status
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baseline algo firmware

Clustering

ID

Calibration

Track prop

PF block

Vertexing

PUPPI

trk jet

τ’s

calo e/γ

Legend
done

in progress

unstarted

Suite of algorithms to meet  
physics needs (menu) 

demonstrated

Firmware for most 
resource intensive 

algorithms within system 
requirements to meet 

mission need



R&D status
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Achieved 
Full simulation framework for studying algorithm physics 
performance

Algorithm development with High Level Synthesis (HLS) tools and 
bitwise validation of firmware/software

Integration of HLS IP blocks into firmware infrastructure in multiple 
modes (direct to infra, through intermediate VHDL)


Needed before production 
Final specification of algorithm interfaces for board-to-board 
communication (with USCMS and iCMS technologies)



MANAGEMENT 
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Institutions and contributed labor
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Contributing institutions  

Clustering and ID: UW

Calibration: MIT, Fermilab, UIC

Track propagation: TAMU

Muon-track correlation: UCLA, UF, TAMU, Fermilab

Vertexing and track-based objects: CU Boulder, Rutgers

Particle Flow and PUPPI: MIT, Fermilab, UIC

Calo-based objects: UW



Risk register
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RT-402-6-05: Risk Rank = Medium, firmware does not meet technical specifications

Probability: 20%, Impact: $10-60k

Mitigation: allocate more time to on-project engineering, or new hire


RT-402-6-90: Risk Rank = Low, due to lack of base funding

Probability: 30%, Impact: $0-292k

Mitigation: replace with costed labor, other USCMS or iCMS institutions 




QA/QC
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Quality assurance plan (cms-doc-13093,cms-doc-13318)

Flows down from the engineering requirements 


Acceptance plans based on QC activities 

For algorithms, basic requirements on resource and latency met with 
each firmware release

Important: SW and FW stored and maintained in repositories


https://cms-docdb.cern.ch/cgi-bin/DocDB/ShowDocument?docid=13093
https://cms-docdb.cern.ch/cgi-bin/DocDB/ShowDocument?docid=13318


ES&H
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• As with entire project, we follow the Integrated Safety 
Management Plan (cms-doc-13395) and have 
documented our hazards in the preliminary Hazard 
Awareness Report (cms-doc-13394)

•

https://cms-docdb.cern.ch/cgi-bin/DocDB/ShowDocument?docid=13395
https://cms-docdb.cern.ch/cgi-bin/DocDB/ShowDocument?docid=13394


Summary
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Algorithm performance and firmware have progressed 
since 2018 CD1 

Algorithms for: barrel calorimeter trigger, global 
calorimeter trigger, correlator (including vertexing, track-
based objects)


Full demonstration system for algorithm firmware 
progressing 

First demonstration performed


In sync with iCMS milestones for TDR in 2019



ADDITIONAL MATERIAL
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