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VecGeom geometry
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VecGeom maintenance
● Periodic checking of geometry shapes

– benchmarks and ShapeTester tests for individual shapes
– quick fies or fle JIRA tickets

● User support and investigation of bug reports
– g-2 report on inconsistent use of USolids (James Stapleton)

→ problem on the redefnition of building environment
– Mu2e report (Andrei Gaponenko et.al.)

→ bug on the G4EitrudedSolid, fied for neit releases
● Eitending FPEiceptions to all shape unit tests
● Torus updates (see neit)
● Normal benchmark
● Navigation benchmark on GPU (more on this later)
● Other JIRA issues related to geometry
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Torus Updates
● Aldo Miranda was trying to vectorize algorithms, and also to 

improve the stability of torus functions by adding alternative 
parametrization to be used when current one does not work 
well

● Current status: unit tests and benchmarks ok, but detailed 
tests fnd some problems

● Several git branches with partial vectorization work, which I 
am trying to clean up and consolidate

● Easier path is to completely abandon the vectorization eforts, 
and just fi the current problems.

● I was trying to keep the vectorization progress, but it may be a 
lot of efort to fnish it...
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● Navigation benchmark developed by Sandro, was 
eitended to work on the GPU (few years ago)

● Sandro forked it and added more functionality, to test 
several new navigators, but with no GPU support

● GPU compatibility is desirable again in the conteit of 
the Eiascale Proiy project
– Fii/update the navigation on the GPU

Navigation benchmark
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Navigation benchmark overview
● Eiercises navigation and performance assessment

– Build a 4-level-deep, VecGeom-based geometry
– Convert it to ROOT and Geant4

● ROOT can be used for geometry visualization

– Generate 1000 tracks (points+directions) inside a user-provided volume
– Navigation validation

● for each track, LocatePoint() and FindNeitBoundaryAndStep()
● compares results between GeantV, Geant4 and/or Root using validateNavigationStepAgainstRoot() and 

validateNavigationStepAgainsGeant4()

– Navigation benchmark
● CPU time measurements compared

● Current status
– Validations runs, shows many mismatches agains ROOT, crashes during benchmark, trying to 

access deprecated function SafetyToInMinimize().
– Sandro’s NavigationKernelBenchmark also crashes, but runs tests with several diferent 

navigators.
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NavigationBenchmark – current status

Validation function runs, shows many mismatches agains ROOT, crashes 
during benchmark, trying to access deprecated function SafetyToInMinimize().
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NavigKernelBenchmark – current status

Sandro’s 
NavigationKernelBenchmark 
also crashes, but runs 
several tests with several 
different navigators.

Could be useful for other 
navigation developments 
and tests, e.g. GPU porting.
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VecGeom: navigation on the GPU?
● started eitending navigation into the GPU

– complei geometry uploaded
● mother-daughter hierarchy verifed

– navigation implementation
● ~2015: mostly working, but being debugged
● suspended due to navigation interface changes from navigation 

state arrays to IndeiedNavStates
● currently updating, fiing problems on the CPU
● neit:

– review the navigation infrastructure on the GPU
– update VecGeom tests to run on the GPU, if reasonable
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GeantX geometry
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GeantX in Docker containers
● It’s easy to build and run GeantX binaries on a docker container:

– install docker, and then run
it using a command like this:

– Nice common development environment:
● Ubuntu 18.04.2, with gcc 7.3.0, cmake 3.10.2, git 2.17.1 pre-installed
● All GeantX dependencies like veccore (Vc), vecmath and vecgeom

– Unfortunately, no docker support on the Wilson cluster (GPU access)
– tev-admin suggested to use SyLab’s Singularity (developed at LBL(?), similar to docker, 

with more strict security to comply with DoE policies)
– could not run it after some weeks, decided to build geanti locally...
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GeantX for the Eiascale machine

● Using VecGeom geometry in the GPU
– Started from TestEm3
– removed everything not related to geometry
– brought in code to upload a non-trivial geometry to the GPU
– added VecGeom libs and headers to CMake fles
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Uploading geometry to the GPU

Used to verify the geometry 
uploaded to the GPU
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Verifying the geometry on the GPU
● Verifying the geometry:

– From the GPU, call a recursive 
printing function which shows a 
volume name, and then calls the 
same function for each daughters.  
The whole geometry hierarchy is 
verifed.
 

● Neit step:

– create navigation tests for the GPU, 
adapting VecGeom navigation tests 
discussed earlier for the GeantX 
environment.

– First, need to fi those navigation 
tests on the VecGeom side.
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Perspectives
● Eipect faster progress after GeantV performance 

studies are completed
● Not sure how much development still needed for 

VecGeom navigation on the GPU
● Plans to create similar tests as for GeantV

– TestEm3, TestEm5, FullCMS, FullLHCb
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