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Overview

Contributions from CERN for 
• LINAC4
• LHC Injector Upgrade Project (LIU)
• Limiting and interlocking (LINAC3, HIE-Isolde)
• AWAKE 
• LEIR, ELENA, AD (anti-proton deceleration)
• PSB, PS, SPS

• Summary and outlook
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LHC 
proton 
path

Beam 2
TI8

Beam 1

TI2

The accelerator complex
LHC completed run 2 in 2018
restart after LS2 (2019-2020) in 2021
Consolidation and injector Upgrade
LINAC4 connection to PSB

AWAKE

/Elena

/HIE-Isolde
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HL-LHC luminosity reach

Run 1 Run 2 Run 3

Crab Cavity

Intensity
Upgrade

New
Low-β*
quads

Design LHC
x2

x5

5x1034 cm-2s-1 - leveled
very high pile up ~140

300 fb-1 1000 fb-1 > 3000 fb-
1

Cryogenic limit of 
triplet magnets

160 fb-1 reached in in Run 2 with 25 ns spacing at 6.5 TeV à LLRF ok

LINAC4
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LLRF Hardware Families
• VXS carrier board with DSP and FPGA

– LEIR, PSB, ELENA, AD, MedAustron
– some application in PS 
– Paradigm change implemented:

• shift to fixed frequency clock
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LLRF19 Workshop
29 Sept - 3 Oct  2019

“Achievements & new challenges
for CERN’s Digital LLRF family”

Maria Elena Angoletta
CERN, BE/RF

CERN VXS DLLRF overview
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v VXS (a.k.a. 2nd generation) DLLRF: big RF group investment (manpower).
v Deployed on small CERN machines + medical machine (MedAustron).
v Used also for longitudinal diagnostics (RF) + orbit systems (BI).
v Features:
q Direct RF sampling, baseband [I,Q] processing.
q VXS crate, FMC-DSP carrier board, 3 HPC FMC types (function: MDDS, DDC, SDDS).

FMC FPGA Main FPGA DSP

FMCs
FMC-DSP carrier board

ELENA LLRF system (2018 version)

FMC-DSP carrier VXS switch FMC-DSP
carrier

Timing
modules

q Initially clocked with sweeping clock. Now mostly fixed-frequency clock
(→ J. Molendijk’s talk @LLRF17).

• Custom VME system: 
– LHC LLRF, all transverse dampers, crab cavity SPS tests, SPS 800 MHz, LINAC4,  HIE-

Isolde, LINAC3 consolidation
– add-on to record data in a separate server (“ObsBox”) helps extending lifetime

• also to be deployed for the VXS system of AD and on other VME systems when required

• SPS 200 MHz LLRF: 
– Complete new LLRF being developed for restart in 2021 
– based on µTCA
– use of commercially available hardware and collaboration

Talk by M. E. Angoletta
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What is ObsBox

5M. Söderen, D. Valuch

https://indico.cern.ch/event/775147/contributions/3366442/attachments/1915266/3166199/MCBI2019_
ADTObsBox_to_catch_instabilities.pdf
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LHC Transverse damper LLRF (VME) and ObsBox

Beam Position monitor

1 Gbps fiber
SPLITTER

mDPSU

ADTObsBox

• new acquisition cards and drivers have 
been developed that allow for 89 us 
latency between event and analysis of data

• also applied in longitudinal plane (bunch 
length measurement)

Amplitude 
(µm@ADT)

tune 
(frev)

one turn
in LHC
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Proton beam

Electron beam

Laser pulse

AWAKE: Synchronizing 3 Beams 
• Proton bunch driven, plasma wake field acceleration à synchronization and RF distribution 

must deliver wide range of RF signals for laser, electron and proton beams
• New: Phase measurement system to evaluate quality of lock between RF and Laser

Simultaneous arrival of beams in AWAKE

Signal Frequency Ratio

Laser phase locked loop, fLPLL 5.9958 GHz 1

Electron acceleration, fRF,e 2.9979 GHz fLPLL/2

2´Laser mode-locker, 2fML 176.347 MHz fRF,e/17

Laser mode-locker, fML 88.1735 MHz fRF,e/34

2´SPS RF system freq., 2fRF,SPS 400.8 MHz 2fML´25/11

Common frequency, fc 8.68 kHz fML/10164

Pulse repetition rate, frep 9.97 Hz fc/870
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Awake Phase Measurement Scheme Aug 2019

Mode locked 
laser 790 nm

Rep 88.173 MHz 

Low 
noise Si 
diode

Optical fibre  
intensity modulator 

(Mach Zehnder type)

2.9979 GHz to 
be measured 

CLK

D+Q-

Amplitude and 
phase output

V+

Air path for laser
Fibre path for laser
RF path
Control (digital) signal
DC line

RF master OS Menlo 
Controller

(BW ~ 500 Hz)

V+

From RF Divider

Current

time

Charge difference 
gives phase error

MZI DC BIAS signal

V+Combiner 
ZFRSC-42-S+

50 MHz LPF

HMC723LC3C
D-Q+

ADCZHL-6A

Amplitude control

10mV dc

RF switch
3 GHz 
BPF
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LINAC4 evolution: connection to PSB 2020

Poster: B. Bielawski

no regulation

feedback

new: adaptive feedforwardca
vi

ty
 v

ol
ta

ge

extensive test runs, transfer line test 2019
move to put more functionality in software 
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LEIR, PSB, AD, ELENA
• Example beam results for ELENA (pbar), deceleration from 100 MeV/c to 

13.7 MeV/c and delivery of anti-protons to Gbar experiment in 2018
• PSB: restart in 2020 with new finemet RF system and digital LLRF RF 

system on all four rings

10LLRF19 Workshop

29 Sept - 3 Oct  2019

“Achievements & new challenges
for CERN’s Digital LLRF family”

Maria Elena Angoletta

CERN, BE/RF

ELENA: beam results for pbars
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Bunch-to-

bucket

transfer

Recapture @h=4

Beam

intensity

measured

by LLRF

Extraction

synchro loop

Tomogram before

extraction

Four bunches in

extraction line

RF segment

Bunched-beam

cooling
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PS Multi harmonic feedbacks and beam control
• multi-harmonic feedback in PS in operation for 80 MHz system

– independent control of feedback at 11 revolution harmonics

11Posters: H. Damerau

• Transition crossing improved by new beam control scheme
– glitch-free

long. Emittance along batch

FB on

FB off
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SPS LLRF Upgrade (1)

• Beam control and cavity controller for new SPS 200 MHz RF system
– mix of new µTCA hardware and VME hardware
– big challenge: slip stacking for ions at intermediate energy plateau 

to half the bunch spacing
– white rabbit protocol for to digitally link modules (frequency, phase)

12Poster: A. Spierer

AFCZ (Creotech)
OHWR, employs Zync

FMC ADC subsamp 125M 
14b 4 cha (CERN - OHWR)
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SPS LLRF Upgrade (2)

• SPS cavity controller (µTCA)
– integrates 1-turn-feedback and voltage control (six 200 MHz travelling wave cavities after LS2)
– fixed frequency clocking; SPS development also to be used for PS 200 MHz system 
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SPS 200 MHz MicroTCA Cavity Controller
J.Egli*, P. Baudrenghien, J.D Betz, G. Hagmann, G. Kotzian, 

P. Kuzmanovic, M.Rizzi, A. Spierer, T. Wlostowski
CERN, Geneva, Switzerland

The SPS Low Level RF undergoes a complete upgrade during the CERN-wide machine stop
2019-2020. The Cavity controllers (one system per cavity) regulate the accelerating voltage in the
cavities. They compensate the beam loading, including the transients caused by the beam gaps,
thereby suppressing the Coupled-Bunch instability. The previous system relied on a beam
synchronous clocking scheme while the new system uses a fixed 125 MHz clock. To keep the six
cavities in phase during the ramp, the instantaneous frequency is transmitted through a
deterministic serial data link, the White Rabbit that is also used to reconstruct the fixed-frequency
sampling clock (125MHz).The system is implemented on a MicroTCA platform, using commercial
off-the-shelf (COTS) modules wherever possible. Communication with the Beam control is done
through a 8 Gbps serial link.

The architecture of the FPGA firmware is based on Intellectual Property (IP) cores approach. The
usage of IP cores ease the way to add features to the firmware or use them for others projects,
like the Beam control of the SPS. Furthermore, the Advanced eXtensible Interface (AXI) protocol
is used to easily interconnect the IP cores together.

The firmware in the Kintex Ultrascale FPGA includes the following IP cores:
• The One Turn delay FeedBack (OTFB) compensating the transient beam loading
• The Numerically Controlled Oscillator (NCO) generating the reference revolution frequency

keeping all cavities in synchronism during the acceleration ramp
• The Function Generator (FGC) for settings that vary during the ramp
• The Acquisition (acqCore) for built-in data observation and signal analysis
• The PCIe Bridge for fast data transfer through MicroTCA backplane.

SPS 200MHz Cavity controller [3]

During the SPS RF Upgrade, the new system is migrated on a MicroTCA platform. The six
200MHZ travelling wave cavities (TWC) of the SPS have their dedicated hardware. Each cavity
has a Cavity controller board (SIS8300-KU AMC board) implementing the OTFB.

For some frequencies, the accelerating voltage created by the power amplifier is zero while the
voltage induced by the beam is non zero (Fig. 6). Therefore, the beam loading in the cavity
cannot be compensated by its amplifier. As the 3 and 4 sections cavities have zeros at different
frequencies, a cross-feedback can be used to overcome this problem: The 4-sections cavity
would compensate for the beam induced voltage at the zero of the 3-sections cavity and vice
versa. The Cavity controllers are split in two 3-3-4 sections group in the MicroTCA crate. Point-to-
point GB serial links on the backplane will be used to exchange the feedback data required for
this cross-feedback scheme. Figure 6 shows the layout of the Cavity Controllers in the MicroTCA
crate (slots 5,6,7 and 9,10,11).

*julien.egli@cern.ch

MicroTCA Backplane

Diagnostic tool

The SIS8300-KU AMC board provides a high-performance DDR4 memory (12.8GBps bandwidth).
Combining this high-speed memory, an efficient AXI4-full scheme and the PCIe Gen 3.0 interface,
this hardware allows for a powerful diagnostic tool.

The new FPGA firmware integrates the acqCore IP. This module provides up to twelve 32-bits
acquisition channels and can reach a 500Msps acquisition rate simultaneously on all channels.
This feature is essential for machine debugging and diagnostics. Moreover, this IP core has pre-
processing features (acqDSP module):

• Peak detection: detect the minimum/maximum of a decimation period. This can be useful to
detect voltage and power peak transients.

• Horizontal decimation: reduce the sampling rate using a CIC filter. Useful to monitor slow
trends and drifts.

• Vertical decimation: turn-by-turn decimation for bunch-by-bunch diagnostics. This can be useful
for tracking features such as the individual stable phase (monitoring of the e-cloud via power
loss).

To reach the system requirements, the AXI-full interconnection was optimized using a complete
simulation of the architecture involving all IP cores accessing the DDR memory. The worst use-
case was tested to validate DDR performances.

DRTM_DS8VM1
(DESY, Struck Innov. Sys GmbH)

SIS8300-KU
(DESY, Struck Innov. Sys GmbH)

eRTM: eRTM14+eRTM15
(CERN, OHWR, BE-CO-HT)

+

Figure 1 – SPS 200MHz Cavity controller

Figure 5 – the SPS acceleration system

eRTM – Clock distribution

The fixed-frequency sampling clock used in
the new system is reconstructed from the
White Rabbit on the custom eRTM board
developed at CERN. This specific board was
designed to reconstruct and distribute a local
clock with low jitter and low phase noise to
the rest of the boards through the so-called
RF backplane of the MicroTCA standard.

The eRTM board must respect the stringent
phase noise requirements imposed by the
beam quality required for the HL-LHC:

125MHz clock phase noise:

Figure 6 – 3 and 4 sections cavities. Ratio of accelerating 
voltage to generator current (top) and beam current (bottom)

Figure 3 – eRTM board 250MHz clock phase noise 

Figure 2 – SPS LLRF cavity controller diagram
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[1] J. Coupard et al., “LHC Injector Upgrade - Technical Design Report - Vol. I: Protons”,
CERN-ACC-2014-0337 (CERN, Geneva, 2017)
[2] A. Spierer et al., “Upgrade of the SPS LLRF beam-based loops on the MicroTCA platform”,
Poster, LLRF2019, Chicago

Figure 7 – acqDSP module in acqCore
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Figure 8 – Measurement of the synchrotron oscillation bunch 
per bunch and turn-per-turn (courtesy of Hera).
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OTFB Comb Filter for revolution harmonics

SPS CLOCKING, DSP and ENERGY RAMP
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The SPS Low Level RF Upgrade was presented in LLRF17. It features an innovative solution based on a Arbitrary Ratio Resampler
Variable in Real Time for implementing a One Turn Delay Feedback with a new Fixed Clock Scheme. This system uses a fixed frequency
processing clock and receives the RF frequency ramp information through a deterministic digital link, the White Rabbit protocol. The
design has progressed since then. The algorithm of the re-sampler has been migrated from Matlab to a Functional Simulink model for
verification. The architecture has been implemented in synthesizable Xilinx macros. System Level simulations of Transient Beam Loading
Compensation have been run to assess the proposed solution. Finally, the prototype is being implemented and validated on a State-of-the-
Art uTCA platform, with a real cavity and amplifier, tracking the SPS RF acceleration ramp. The paper presents the performance results of
the prototype system, and future work.

A One Turn Delay Feedback with fixed clock. 
Application to the CERN SPS synchrotron.

F.J. Galindo Guarch1,2, J.M. Moreno Aróstegui1, P. Baudrenghien2

(1) Univ. Polit. de Catalunya, Barcelona, Spain (2) CERN, Geneva, Switzerland 

What is: Perturbation induced by the beam passage in an RF cavity. 
When the beam pattern is uneven the beam induced voltage appears in the spectrum 

at harmonics of the revolution frequency around the RF

Reduction Of The Apparent Impedance 
Of Wide Band Accelerating Cavities By 

RF Feedback, BOUSSARD 1983 [I]

Sampling fs and Processing fp clocks
need not to be equal; decoupled clocks 

-Precomputed tables adapting the set point
-Correct drive based in measured beam current

Multi-harmonic systems
Multiple processing instances and… 

-Single RF front-end (N firmware instances)
-Multiple RF front-ends(N hardware instances)

One Turn (delay) Feedback 
RF feedback with…

-Gain on the revolution frequency harmonics
-Exact one-turn loop delay

Hadron machines: RF swept to accommodate energy ramp. 
Position and spacing of the revolution frequency harmonics 

changes with acceleration.

OPEN LOOP FEED-FORWARDS

CURES

FEEDBACKS

OTFB IMPLEMENTATION

Clock Generation & Distribution;
From distribution of a swept clock harmonic to RF

to extraction of a fixed clock from the White Rabbit stream

RF Distribution;
From Analog Master-Slave to Digital Local Synthesis
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to a varying beam signal

Define N to match Trev at fs

Fixed fs clock needs resampling
to tune a varying beam signal 

to the fixed comb

OTFB Specification:
Hardware; Cavity controller [II]
RF/clocking distribution; Beam controller [III]
SPS 200 MHz system; [IV]
Travelling Wave Cavities; [V]
Beam Synchronous Processing and 

Resampling; [VI]

Revolution Frequency 43 KHz
Sampled Data Stream 62.5 MSps
Processing clock 125 MHz
Regulation BW +/- 5 MHz

(approx. 116 frev single side)
OTFB transient compensation 20 dB

MERCEDES (MultiplE Rate Clocking interfacE for Data procEssing and Sampling)
FRANCISCO (FabRic with Adaptive aNd deCoupled clockIng for SynChronous prOcessing)

-Fixed processing clocks
-Abstract sampling

from processing
-Variable Sampling Rate

Virtual FRANCISCO fabric on
top of hardware FPGA fabric

Processing Region between two Resamplers (FRANCISCO Based)
Arbitrary and Real-Time Variable

Sampling rate
-Input resampler

Tunes beam signal to processing
(fixed comb in OTFB)

-Output resampler
Recovers original sampling rate

-Farrow based architecture
-Synthesizable in FPGA
-Arbitrary and Real Time 

Variable resampling ratio
-FRANCISCO based; 

Single fixed processing clock
Variable input sampling rate
Variable output sampling rate

The BSP fabric region can implement any filter or 
processing and is automatically tuned to the beam

30 dB

h0 h1

h100

85 dB

20 dB

Simulations: Transient Beam Loading Hardware: Beam Synchronous Processing and Resampling
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Power interlocking and LLRF

• limiting and interlocking functionality required to protect RF power system
– loops must be opened somewhere, when something goes wrong
– intersection of responsibilities of power/cavities team and LLRF

• for HIE-Isolde and the new LINAC3 RF, functionality being closely examined 
and different layers of protection are being implemented
– analogue limiters versus capabilities of a digital system

14
Talk: D. Valuch
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Summary and outlook

• LHC VME LLRF systems in operation for > 10 years, performing well; 
technology deployed also in injectors and LINACs;  obsbox system 
addresses limits of data recording 

• Paradigm change with developments both for SPS and PSB LLRF family 
with fixed frequency sampling

• µTCA selected as standard for SPS 200 MHz LLRF and feedback upgrade 
with “white rabbit” as synchronization link

• Experience increased with AWAKE in the precision synchronization with 
electron and laser beams 
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