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Proteins are functional biomolecules 
composed of amino acids
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A representation of the 3D structure of 
green fluorescent protein

Green fluorescent protein converts 
ultraviolet light to green light in Jellyfish

Every protein is defined by a sequence 
of amino acids

The amino acids determine the 3D 
structure & function of the protein
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Mutations to a protein’s amino acid sequence 
can cause a change in function

D80G,F97Y
Brightness: 2.87

Variant D74G,I126T
Brightness: 4.00 A152P,K212E

Brightness: 3.70

Green fluorescent protein

Wild-type (found in nature)
Brightness: 3.71
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Objective: Create model that 
can predict functional activity 
of a given variant

A108D, brightness: 1.30

A108D, brightness: ????



Computational models of protein function 
have lots of potential
• Clinical variant interpretation
• Understanding evolution
• Protein engineering
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Our approach: to model 
functional activity of protein variants
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Variant Score

D138N, K140E -2.35

N127A -4.00

K180N, A182D -4.14

D74G, I126T 1.20

Sequence-function data 
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Deep neural network Predict scores for new variants

Hundreds of thousands of 
variants characterized by 

deep mutational scanning

Neural networks learn the 
complex mapping from 
sequence to function

Variant Score

G177L, M189T ??????

L142K ??????

Variant Score

G177L, M189T 0.003

L142K -0.421



Training neural nets requires GPUs (typically)

• GPUs are better at parallelizing 
lots of matrix multiplications
• Training our most complex 

model (a graph convolutional 
neural network) on our largest 
dataset takes…
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Runtime Running on
80 hours 2.3Ghz Core i9-9880H (6 cores)
7 hours GeForce RTX 2080 Ti



Neural nets: you can’t train just one

The only way to know if changing 
hyperparameters will make a 
difference is to test them

Other considerations add 
up fast…
• What architecture is best?
• Are my results generalizable?
• Did I just get (un)lucky?
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Hyperparameter settings

Learning 
rate

Batch 
size

Graph 
threshold

Correlation 
(higher is better)

0.01 32 9A 0.91

0.01 64 9A 0.94

0.0001 128 8A 0.98



Accessing GPU resources
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Development - HTCondor - Analysis
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• Develop methods locally using 
Python and TensorFlow
• Test on smaller dataset sizes or 

fewer training cycles 
• Quick tests and low throughput 

training on GPUs via HTCondor 



Development - HTCondor - Analysis

• Use a script to auto-generate a folder 
with everything needed for a run

• Jobs must set up suitable environment
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Arguments for each job

HTCondor submit file

Main executable

Package containing 
Python code, datasets

Collect outputs

Main run folder

Easy to upload a 
single folder to 
submit node!

ü Easy to install
ü Environments are shareable
ü Easy to update packages in environment
X Still depends on system libraries

?



Development - HTCondor - Analysis

Going from raw output data to 
real insights
• Compile all outputs into a single 

CSV file 
• Aggregate visualizations for seeing 

effects of hyperparameters
• Targeted exploration of specific 

models with Jupyter notebooks
• Framework for automatically 

generating plots
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Predicting protein functional activity

• How well can can we predict 
brightness of a green fluorescent 
protein variant?
• Tested four architectures
• Variety of hyperparameters
• Total of about 2,717 models
• Benchmarked against other 

methods, some also requiring 
high-throughput computing
• Tested sensitivity to reduced 

training set sizes
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Linear model Fully connected Sequence convolution Graph convolution

Linear model Fully connected Sequence convolution Graph convolution



Predicting protein functional activity
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Methods comparison Reduced training sizes Ranking variants

• Supervised-learning approach outperforms Rosetta and the unsupervised methods
• Convolutional nets perform better with less training data
• Graph convolutional network has highest median score for its ranking of top 20 variants 
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Resampling experiment – CPUs vs GPUs? 

• Ran a simulation experiment 
which required training many 
models
• 99 resampled datasets
• 4 types of models
• 3 learning rates
• 3 batch sizes 
• 5 replicates

• 17,820 models trained… not 
counting re-dos
• Are CPUs better in this case?
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Lessons learned after training tens of 
thousands of neural networks via condor
• If you do it once, you’ll do it 100 times. It’s better to modify your 

script to handle it instead of doing it manually.
• “Where did this file come from?” 
• Use clean, sensible names for files and directories
• Use version control to keep track of code and data versions
• Leave notes to yourself using README files
• Know your random seeds

15



Acknowledgements

• Center for High Throughput 
Computing
• GPU hardware from NVIDIA 
• Morgridge Institute for Research
• PhRMA Foundation
• NHGRI training grant to the 

Genomic Sciences Training Program 
T32 HG002760 
• National Institutes of Health (NIH) 

Cloud Credits Model Pilot, a 
component of the NIH Big Data to 
Knowledge (BD2K) program 

16

Gitter Lab

Email me: sgelman2@wisc.edu



Thanks!

17


